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Figure 1: Example conversations from students’ Alexa skill designs, including a “Meme Maker” and “Language Game”.

ABSTRACT
Growing up in an artificial intelligence-filled world, with Siri and
Amazon Alexa often within arm’s—or speech’s—reach, could have
significant impact on children. Conversational agents could influ-
ence how students anthropomorphize computer systems or develop
a theory of mind. Previous research has explored how conversa-
tional agents are used and perceived by children within and outside
of learning contexts. This study investigates how middle and high
school students’ perceptions of Alexa change through program-
ming their own conversational agents in week-long AI education
workshops. Specifically, we investigate the workshops’ influence
on student perceptions of Alexa’s intelligence, friendliness, alive-
ness, safeness, trustworthiness, human-likeness, and feelings of
closeness. We found that students felt Alexa was more intelligent
and felt closer to Alexa after the workshops. We also found strong
correlations between students’ perceptions of Alexa’s friendliness
and trustworthiness, and safeness and trustworthiness. We recom-
mend designers carefully consider personification, transparency,
playfulness and utility when designing conversational agents for
learning contexts.

CCS CONCEPTS
• Social and professional topics → K-12 education; Children; •
Human-centered computing→Natural language interfaces;
User interface programming; • Computing methodologies → In-
telligent agents.
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1 INTRODUCTION
With children asking Google to buy them more toys [7], cheating
on homework with Alexa [50], and playing voice-based pranks
on parents [7], conversational agents (CAs) have the potential to
not only influence children’s play—but also how they grow and
develop [52]. For instance, researchers theorize that interactingwith
an agent can change people’s understanding of agency concepts
and their Theory of Mind [21, 29, 51]. Other research has shown
engaging with CAs can change people’s behavior [1, 10, 20, 46] and
have positive effects on information retention [5].

Considering the impact agents have on human understanding
and behavior, how prevalent these systems are becoming [40, 52],
and how opaque their operations can be to humans [14, 33, 39], a
growing body of research suggests it is important for people of all
ages to understand AI [32, 39, 53]. Furthermore, researchers are
investigating how to best teach AI literacy concepts to students,
including those as young as preschoolers [58]. Studies leverage
AI ethics discussions [13], interactive, collaborative learning en-
vironments [57], students familiarity with CAs [31], and gesture
recognition tools [63] to engage students in learning AI. In this
work, we use a constructionist approach in which students pro-
gram their own CAs to teach AI concepts to 6-12th grade students
[37, 56].

Another aspect of AI education research includes students’ per-
ception of AI systems themselves, including personification of such
systems and how the systems work. For example, one study ex-
amines preschool- and kindergarten-aged students’ perceptions of
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“thinking machines” during an AI learning activity, emphasizing
the importance of early childhood AI literacy development [58].
Other studies investigate children and families’ perceptions of CAs
[33], how interaction modalities influence children’s perceptions
of CAs [14], children’s perceptions of maze-solving agents’ intelli-
gence [15], and whether children categorize CAs as animate objects
or artifacts [62]. Yet other studies emphasize the importance of
adults’ perceptions of AI, especially in decision-making and policy
[22, 27, 47]. To our knowledge, few studies investigate middle and
high school students’ perceptions of AI [35, 42], despite teenage
years being critical in ethical perspective development [11], a key
component of AI literacy [53]. Furthermore, to our knowledge, no
studies investigate how middle and high school students’ percep-
tions of CAs change through programming CAs.

We posit that understanding students’ perceptions and feelings
towards such agents can help researchers better facilitate student
learning. For instance, feelings of closeness with teachers have been
shown to affect students’ academic performance [2, 6, 60], which
may also be the case when agents take on the teacher role. Another
study indicates that the avatar used for pedagogical feedback-giving
agents affect students’ emotional attachment and satisfaction with
the learning process [45], alluding to the potential for students’
perception of agents to affect learning. Furthermore, research sug-
gests understanding students’ preconceptions and mental models
can improve teaching [16, 48]. By understanding students’ feelings
and perceptions of agents, we expect we can create better digital
learning environments.

This study investigates 6-12th grade students’ perceptions of
Amazon Alexa in a learning environment described in [56]. In con-
trast to [56], which investigates students’ AI literacy, this study in-
vestigates how a programming and learning intervention in which
students develop their own CAs affects student perceptions of AI.
Our main research questions are as follows: How does build-
ing Alexa skills and learning about conversational AI in a
remote workshop affect students’ perceptions of Alexa? and
What CA design insights can we gain from analyzing these
perceptions?. By better understanding students’ perspectives on
agents and how these perspectives can be changed, we contribute to
ongoing research to develop more human-centered, socially useful
agents—especially for K-12 education. To this end, we present four
design considerations for K-12 education agents and development
tools based on our findings. Specifically, we look at students’ percep-
tions of Alexa in terms of friendliness, human-likeness, aliveness,
safeness, trustworthiness, intelligence (generally and relative to
themselves), and how close they feel to Alexa.

2 RELATEDWORK
2.1 Perceptions of artificial intelligence
The working definition of AI in research has changed over the
years—from having a sharp focus on logical, symbolic representa-
tions of concepts and actions to a marked concentration on mod-
elling extensive interconnected computation machines called “neu-
ral networks” [61]. In the media, AI has been depicted in many
different ways—as killer robots, android caretakers, and superin-
telligent, disembodied voices [19]. Despite the somewhat frivolous

portrayals, people’s understanding of AI and how it works has seri-
ous implications—from policy-making to day-to-day assessments
of whether a self-driving vehicle is safe to trust one’s life with
[22, 34]. In this study, we focus on understanding students’ percep-
tions of CAs’ persona, which we define here as CAs’ person-like or
anthropomorphized characteristics, as in [4]. Through better under-
standing students’ perceptions, we can likely better teach students
about AI [21] and therefore better reach our research community’s
goal of equipping people to live in an AI-filled world [22, 32, 53].

Children have been observed to anthropomorphize AI systems
[14, 15, 62]; however, their understanding of “aliveness” of such
systems is inconsistent across populations and seems to vary with
age [24, 44, 58, 62]. For example, one study found 5-year-olds were
less likely to attribute “brains” to robots than older children [44].
Other anthropomorphic aspects of AI systems have also been in-
vestigated for different purposes. For instance, a number of studies
examine how children (3-10 years old) perceive agents’ intelligence—
generally and relative to their intelligence—with the purpose of
inspiring critical thinking. These studies found that 3- to 10-year-
olds often perceived particular robots as smarter than themselves,
and that the older children in the group tended to perceive con-
versational agents as smarter than themselves more often than the
younger children [14, 15]. Another study investigated 5-6 year old
children’s perception of CAs’ to develop CA design recommenda-
tions. The study found that more than 60% of the children agreed
that the CA was friendly, alive, trustworthy, safe, funny, and intelli-
gent [33]. Other researchers investigated similar anthropomorphic
aspects, including how sociable, mutual-liking, attractive, human,
close, and intelligent children (10-12 years old) perceived agents to
be, finding evidence for learning benefits with anthropomorphized
robots [35]. We investigate how middle and high school students’
perceive CAs in terms of related anthropomorphic aspects.

2.2 Conversational agents and education
Many studies investigate how CAs can best embody the teaching
role [12, 28, 36, 38] and show that interacting with agents can
positively affect learning [12, 21]. In this study, however, we take
a constructionist approach, and instead of placing agents in the
teaching role, we empower students to learn about AI through
developing their own CAs [37, 56].

Constructionism has been shown to be effective in teaching K-12
students AI concepts. For example researchers have taught students
AI ethics through constructing paper prototypes [3], machine learn-
ing (ML) concepts through developing gesture-based models [63],
and AI programming concepts through creating projects with AI
cloud services [23]. Our study teaches students Long andMagerko’s
AI literacy competencies through developing CAs [32, 56].

Certain studies specifically investigate whether constructionist
activities change student perceptions of AI agents. For example, a
series of studies showed constructing a robot’s behavior shifted
kindergarten students’ perspectives from technological to psycho-
logical [30] and language from anthropomorphic to technological
[26]. Through an activity with the same constructionist program-
ming environment, it was shown 5- and 7-year-olds were able
to better understand robots’ behavior [51]. Another study with
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programming and ML training activities showed 4-6-year-olds’ per-
ceptions of robots changed throughout the experiment [58]. In this
work, we investigate whether middle and high school students’
perceptions of AI and CA persona change through a constructionist
CA programming activity and workshop.

3 METHODS
3.1 Participants
We conducted our workshops with 47 students in two sessions:
a first group of 12 and a second group of 35 (with the first being
smaller to ensure the interface worked correctly). For each group,
the students’ teachers (referred to as ‘teachers’ in this paper) acted
as observers and provided feedback to the three researchers, who
taught the workshops [56]. The teachers were recruited through an
Amazon Future Engineers call to Title I schools. Each teacher chosen
for the workshops was asked to recruit 5 or 6 of their students, with
at least 50% of the students identifying as non-male. We targeted
Title I schools to provide opportunities for enrichment to low-
income families [49]. Students’ programming experience ranged
from none (9 students), to block-based (17 students), to text-based
programming experience (14 students). We developed middle and
high school level AI curriculum and thus targeted such students.
The students had a mean age of 14.78 (range 11-18, SD=1.91) and
identified as male (19), female (27) and one left unanswered. To
level-set students’ experience with Alexa prior to the conversational
AI material, students engaged with Alexa for ~15 minutes.

3.2 Procedure
3.2.1 Programming agents. To accomplish our goal of studying
student perceptions of conversational AI before and after program-
ming Alexa, we developed a low-barrier-to-entry, block-based pro-
gramming interface within MIT App Inventor for creating Alexa
skills [54]. As described in [56], once a student creates a skill on
the interface, the backend translates their blocks into JSON and
Javascript code to be sent to Alexa’s API to build and enable the
skill on the student’s Amazon Developer account. This allows the
students to interact and have a conversation with the Alexa skill
either on an Alexa-enabled device (e.g., iOS Alexa App or Amazon
Echo) or an online simulated Alexa device (e.g., MIT App Inventor
Alexa Testing simulator or Amazon Developer Console).

3.2.2 Workshop outline. This section provides an overview of the
learning intervention, which is described in-depth in [56]. The
curriculum is based on CA workshops from our previous study
[54] and AI literacy literature, including [32, 53]. The intervention
occurred over two sessions, both involving five consecutive days
of 2.5-hour long Zoom sessions. The first day began with an in-
troduction to the MIT App Inventor interface [59] to accustom
students to block-based coding. Then the students were given ~15
minutes to interact freely with Alexa, writing down the questions
they asked during the interaction. In the first week, students were
provided with complimentary Echo Dots. This was not feasible
for the second week of workshops due to an increased number of
students, so students either used the Alexa mobile app, an online
Alexa simulator (e.g., in MIT App Inventor), or Alexa devices they
previously owned. Overall, 19 students used an Alexa device, 17

used the Alexa app, 10 used an online simulator, and one did not
specify.

The second day involved introducing students to key AI and
conversational AI concepts, discussing AI ethics, and completing a
tutorial walk-through to create an Alexa skill that would respond
to basic greetings. On the third day, students completed a tutorial to
develop a calculator skill, in which Alexa could be asked, “What’s
number A multiplied by number B”, or something similar. Next, we
taught students about ML in more depth, including discussing the
difference between a rule-based CA developed on the first day and
the ML-based CAs developed on the second and third days. Finally,
students engaged in an AI text generation activity.

On the fourth day, students developed a skill in which Alexa
would read out text entered into MIT-App-Inventor-developed mo-
bile apps, after Alexa was asked to “read the app’s text”. Students
then brainstormed ideas for skills for their individual projects. Stu-
dents spent the final day developing their projects and presenting
them to the rest of the class, with 38 students completing presenta-
tion slides for their projects.

3.3 Questionnaires and the Persona Questions
Various questionnaires inspired by the perception of AI questions
in [15] and [33] were given to students during the learning inter-
vention. On the first day, students recorded their interactions with
Alexa, impressions of the CA, and demographics information. At
the start of the second day, students completed a questionnaire
assessing their initial feelings towards Alexa on a 7-point Likert
scale, which we call the Persona Questions. The questions stated,
“Alexa is...” followed by “intelligent”, “friendly”, “alive”, “safe”, “trust-
worthy”, “human-like”, and “smarter than me”. The final Persona
Question asked how close students felt to Alexa using the Inclusion
of the Other in the Self scale [18]. At the end of the final day, stu-
dents completed the Persona Questions again. (Note that additional
questionnaires were given, but are only discussed and analyzed in
[56], which investigates students’ understanding of AI and CAs).

3.4 Data Analysis
This study builds on the study presented in [56]. Thus, certain data
analyzed in this study (e.g., demographics) is necessarily the same;
however, this study focuses on data not analyzed in [56], including
the questionnaire responses to the Persona Questions and students’
reported interactions with Alexa.

To investigate students’ reported interactions with Alexa, three
researchers performed a reflexive, open-coding thematic analysis
[8]. The researchers independently completed familiarization and
code-generation stages, inductively coming up with codes. After
several discussions, they came to a consensus on codes, which
are described in Section 4.1. Codes, representative quotations, and
questions from the questionnaires can be found in [55].

To measure changes in the responses to the Persona Questions,
we employed theWilcoxon Signed-Rank Test. Additionally, we used
the Kendall Tau method to create pairwise correlation matrices. We
analyzed the correlation coefficients using Cohen (2013)’s definition
for correlation effect strength for behavioral and education psy-
chology [9]. To test the validity of the strength of the coefficients,
we compared Kendall Tau p-values to an alpha of 0.05.
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Table 1: Types of questions asked by students to Alexa prior
to the conversational AI programming intervention.

Type Example utterances Instances
Information
updates

What time is it?, How is the weather for
Wednesday?, How is the traffic?

31
(26%)

Action
commands

Set a 15-minute timer, Play my Custom Spo-
tify Playlist, Remind me that I have a meet-
ing at 1:00 pm, What’s 0 times 0?

30
(25%)

Other Hello, Learn my voice, Are dragons real?,
What are all the numbers of pi?

24
(20%)

Jokes Tell me a joke, Can you tell me a joke? 17
(14%)

Personal
questions

What’s your favorite color?, When were
you made?, What’s your favorite video
game?, How was your day?

16
(14%)

4 RESULTS
4.1 Student interactions with Alexa
To understand the types of interactions students had with Alexa
prior to the intervention, we coded the phrases they reported saying
to Alexa during the ~15 minute free-interaction activity. We found
most of the phrases fell into one of five categories listed in Table 1.
Students wrote down an average of three questions each (SD=1.19).
The Information Updates category involved real-time events; the
Action Commands category involved built-in Alexa applications;
the Personal Questions category involved questions about Alexa;
the Jokes category involved asking Alexa to say a joke; and the
Other category involved questions and phrases that were often
humorous (e.g., “Are dragons real?”) or impossible to fully answer
(e.g., “What are all the numbers of pi?”), or generally fell outside of
the other categories (e.g., “Hello”). Note that prior to the activity,
we asked Alexa to tell us a joke, which may have contributed to a
large number of students also asking Alexa for jokes.

4.2 Perceptions of Alexa pre- and
post-workshop

By comparing pre- and post-survey answers to the Persona Ques-
tions (see Figure 2), we found significant differences in how students
felt about Alexa’s intelligence and how close they felt they were
to Alexa. After the intervention, students felt Alexa was more in-
telligent (x̄ = 6.0,Mo = 6, |Z | = 2.78, p = 0.003) and felt closer to
Alexa (x̄ = 3.5,Mo = 4, |Z | = 2.75, p = 0.003). We did not find any
evidence of significant differences in how students felt about Alexa
being friendly, alive, safe, trustworthy, human-like or smarter than
themselves before and after the intervention.

Prior to the intervention, students generally reported Alexa as
being highly intelligent (x̄ = 5.6,Mo = 6), highly friendly (x̄ = 6.0,
Mo = 7), not very alive (x̄ = 2.9, Mo = 1), highly safe (x̄ = 5.4,
Mo = 6), moderately to highly trustworthy (x̄ = 5.3, Mo = 4, 5),
and moderately human-like (x̄ = 4.2,Mo = 5). They also reported
feeling Alexa was much smarter than themselves (x̄ = 6.1,Mo = 7),
and feeling not particularly close to Alexa (x̄ = 3.0,Mo = 2). The
results were similar after the intervention (other than the changes
in intelligence and closeness described above).

4.3 Correlations between perceptions of Alexa
We found strong (r ≥ 0.5 [9]) correlations between student reports
of Alexa’s safeness and trustworthiness on both the pre- and post-
test, as well as between Alexa’s friendliness and trustworthiness on
the post-test. There was also a strong correlation between reports
of trustworthiness on the pre-test and safeness on the post-test.
Reports of friendliness and trustworthiness on the pre-test and
between the pre- and post-tests were moderately (r ≥ 0.3 [9])
correlated.

Other moderate correlations included student reports of Alexa’s
intelligence and trustworthiness, friendliness and safeness, trust-
worthiness and feelings of closeness, human-likeness and aliveness,
human-likeness and feelings of closeness, as well as aliveness and
feelings of closeness. In the post-test, student reports of Alexa’s
intelligence and feeling Alexa was smarter than themselves, as
well as Alexa’s trustworthiness and feeling Alexa was smarter than
themselves were moderately correlated. Additionally, there was a
moderate correlation between students with more experience pro-
gramming prior to the intervention and reports of Alexa’s human-
likeness on both the pre- and post-test. Our full correlation analysis
is shown in Figure 3.

5 DISCUSSION
5.1 Perceptions of Alexa’s persona
When considering our research question, How does building
Alexa skills and learning about conversational AI in a re-
mote workshop affect students’ perceptions of Alexa?, prior
to the study, we hypothesized students would feel Alexa was less
intelligent after learning how to program it, as they would better
understand how it works; however, we found evidence that students
felt Alexa was more intelligent after the intervention (|Z | = 2.78,
p = 0.003). This could have been for multiple reasons. Perhaps by
successfully learning fundamental AI literacy concepts [56], stu-
dents realized Alexa was more complex than they initially thought
and thus perceived it to be more “intelligent” (as in the Dunning-
Kruger effect [17]), or perhaps their perceptions were influenced
by the level of abstraction block-based coding provided. Students
also generally felt Alexa was smarter than themselves (before and
after the intervention). This is consistent with previous studies of
students aged 3-10 [14, 33].

We also hypothesized that students would personify Alexa less
after understanding the logic behind how it works, and therefore
rate its “aliveness”, “human-likeness”, “friendliness”, and their feel-
ings of closeness to it as less than prior to the intervention. However,
there was no significant evidence for any change, except that they
felt closer to Alexa (|Z | = 2.75, p = 0.003) after the intervention.
Students’ increased feelings of closeness could be due to “boundary
dissolution”, which is a type of closeness where two agents (usually
human) no longer function completely autonomously, but rather
function dependently [25]. In this case, an apparent “boundary dis-
solution” due to Alexa initially seeming to function independently,
but seeming to function dependently on students’ programming
efforts after the intervention, could have caused students’ increased
feelings of closeness.

Alternatively, perhaps having programming experience funda-
mentally increases feelings of closeness to Alexa, seeing as we
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Figure 2: Students’ perceptions of Alexa prior to the workshops (in blue) and after (in green).

found evidence for moderate correlations between students’ prior
programming experience and closeness. Furthermore, we found
evidence for moderate correlations between prior programming
experience and human-likeness, as well as closeness and human-
likeness. One explanation could be that as students learned to pro-
gram, they felt Alexa had human-like, logical reasoning, and thus
felt closer to it (because of its human-like traits).

We found evidence for strong correlations between students’
perceptions of Alexa’s friendliness and trustworthiness, as well as
trustworthiness and safeness, and to a lesser extent, intelligence
and trustworthiness, friendliness and safeness, and closeness and
trustworthiness. Although these correlations do not necessitate
causation, it is important to consider the implications of potential
causation when designing CAs. For instance, if a CA was purpose-
fully designed to seem friendly and intelligent, users may associate
this with trustworthiness and safeness, despite the potential for the
CA to provide incorrect information (intentionally or not). Never-
theless, this could also provide positive opportunities, including
how students may learn better if they feel a pedagogical agent is
friendly and intelligent, and thus also trustworthy and safe. This is
discussed in more depth below.

5.2 Design Considerations
We present design considerations to engage students in learning
experiences with CAs, addressing the research question,What CA
design insights can we gain from analyzing student percep-
tions of CAs in remote workshops?.

5.2.1 Personification. As shown in Table 1, students asked Alexa
many personal questions (e.g., “Alexa, do you like Siri?” and “What’s
your favorite color?”), which would typically be asked of humans
rather than computer systems. Alexa’s often humorous responses

(e.g., “I like ultraviolet. It glows with everything”) could have con-
tributed to students’ perception of personified traits, like friendli-
ness, intelligence and trustworthiness, which were all rated highly.
As discussed, personified traits in CAs could play a role in effective
teaching interventions [45], especially since feelings of closeness
and trust can enhance human teaching and learning experiences
[2, 6, 60].

We recommend pedagogical CA developers cautiously con-
sider personification in their designs. Although personification
could engage students in effective learning experiences, it could also
increase their feelings of trust disproportionately with the actual
trustworthiness of the device. For example, students could perceive
the device as always providing unbiased, correct answers, despite
AI systems often being biased [43]. Thus, we further recommend
considering transparency in CA design.

5.2.2 Transparency. Students also seemed to test the limits of
Alexa, asking impossible or difficult questions as encapsulated by
the Other category in Table 1. For example, students asked Alexa
to turn itself off, to tell them all the (infinite) digits of π , and to
provide the answer to 0

0 . These behaviors could be linked to trying
to understand the system’s inner workings. Thus, we recommend
developing CAs with the ability to explain themselves, and
furthermore, provide transparency in terms of their abili-
ties (e.g., being able to explain AI bias). This is especially impor-
tant when considering the correlations between CAs’ friendliness
and perceived trustworthiness, and the potential for the Dunning-
Kruger effect, as discussed above. This recommendation also aligns
with other child-CA interaction research, which suggests designing
transparent AI systems with respect to children’s level of under-
standing [58].

5.2.3 Playfulness. Similar to the behavior of “testing” Alexa de-
scribed above, students asked Alexa playful questions like, “How
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Figure 3: Correlationmatrices before (top) and after (bottom) the intervention. Lighter colors correspond to higher coefficients.

much wood would a wood chuck chuck if a wood chuck would
chuck wood?” and “Are dragons real?”. These questions illustrate
students’—even middle and high school students’—innate desire
to play. Play can be hugely beneficial in learning environments,
especially from a constructionist perspective [37, 41]; thus, we
recommend considering playful learning experiences when
developing CAs. For example, in our study students had the oppor-
tunity to develop their own CA projects. Students came up with
many different playful (as well as serious) ideas [56]. One very

playful idea included a CA “Meme Maker” (see Figure 1), which
according to the developer, “help[ed] everyone get a quick laugh
because as the old saying goes laughter is the best medicine”. This
same student cited their favorite part of the workshop as “improving
[their] coding ability and learning more about [CAs]”.

5.2.4 Utility. Many student projects’ purposes were to provide
utility, with 34% being mental and physical health-, 29% being
educational-, 21% being productivity- and 8% being accessibility-
related CAs [56]. Utility was also reflected in students’ interactions
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with Alexa, as Information updates and Action commands were the
most common interactions reported and tagged. With students evi-
dently being interested in CAs’ utility, we recommend designing
CAs with useful features to provide entry points to CA engage-
ment and potential learning moments. For example, students might
naturally engage with a CA in figuring out what the weather is like
tomorrow, which would provide an opportunity to teach students
about APIs and databases, and how CAs provide such answers.

6 LIMITATIONS AND FUTUREWORK
In this study, we engaged middle and high school students in re-
mote workshops in which they used MIT App Inventor to program
Amazon Alexa; however, the results may not generalize to other
environments or grade bands. Other potential threats to validity in-
clude noise due to repeated exposure to questions and how we held
workshops on two different weeks with slight differences. Thus,
future work may include larger follow-up studies with students in
different environments, a control group to account for noise, and
additional qualitative questions to further investigate students’ per-
ceptions. Furthermore, it would be interesting to provide students
with additional time to interact with Alexa after the workshops, and
observe how interactions differ from the start of the workshops.

7 CONCLUSIONS
Through the programming and learning intervention, we found
evidence for students’ perceptions of Alexa’s intelligence and close-
ness to Alexa changing. Based on these results, we presented four
design recommendations, including considering personification,
transparency, playfulness and utility when designing CAs for en-
gaging students in learning experiences. This study contributes to
AI literacy research aiming to develop students’ understanding of
AI to be more accurate and healthy, and CA research aiming to
develop more useful, effective interactions.

8 SELECTION AND PARTICIPATION OF
CHILDREN

Children aged 11-18 (Mean=14.78, SD=1.91) were selected by their
teachers to participate in the middle/high school workshops. Teach-
ers were selected from those that responded to an Amazon Future
Engineers call to Title I schools and signed a consent form. Selected
students of the age of 18 were given similar student consent forms
to sign, and those under the age of 18 were given assent forms
and consent forms to be signed by their legal guardians before
participating. The university’s IRB approved the study protocol and
consent/assent forms, which communicated how the data would
be aggregated and anonymized. Given the wide age range, teachers
assigned some of their older students to be informal mentors to
younger students in case they fell behind (e.g., students would ask
each other for help in the Zoom chat or after class if they were
struggling).
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