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Abstract

Conversation influences nearly every aspect of human life, and has done so for ages. Re-
cently, people have begun to converse with technology. This method of technology inter-
action has rapidly become prominent, and raises unique questions about human-computer
interaction. For instance, how do such human-like, relational interactions affect people’s
trust of computer systems? Researchers have started to investigate such questions with
respect to adults, finding correlations between trust and anthropomorphism of agents.
However, very little research investigates children’s perceptions of these devices, and
even less investigates how interventions might change these perceptions. This is despite
how educational interventions have previously changed how people perceive and trust
other technology. It is also despite how conversational technology is uniquely positioned
to appeal to children, influence them relationally and potentially spread misinformation.

This dissertation presents educational interventions for K-12 students, which aim to
encourage healthier understanding and relationships with conversational agents. This in-
cludes conversational agent curricula, development platforms and conceptual frameworks.
Through studies with children and parents from Western, Industrialized, Educated, Rich
and Democratic (WEIRD) and non-WEIRD countries, I found different subsets of the par-
ticipants’ perceptions of agents changed differently through the activities. For instance,
after learning to program agents, participants from non-WEIRD countries felt agents
were more competent, more dependable and more like authority figures than those from
WEIRD countries did. Children consistently felt agents were warmer and more human-
like than parents did. When participants discussed their trust of agents, I found they
frequently mentioned where agents obtained their information, what agents do with the
information they are given and how agents are programmed. I also found participants
most often mentioned learning something when discussing why their trust changed.

These studies, as well as a systematic literature review and an analysis of various
agent development platforms, informed the creation of a pedagogical framework of forty
foundational conversational agent concepts, seventeen conversational agent design rec-
ommendations and thirteen conversational agent K-12 pedagogy recommendations. For
instance, I recommend designing agents with more task-orientation in general, while
considering the end user audience. I also recommend informing end users about the
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trustworthiness of agents through agent design and educational interventions. This is to
increase transparency and allow end users to calibrate their trust accordingly. Educa-
tors may increase agent transparency through teaching the foundational agent concepts
in the framework, which fall under the categories of natural language understanding;
conversation representation; dialog management; data access and conversation context;
and human-agent interaction. With conversational agents becoming increasingly ubiqui-
tous, it is increasingly important for users of this technology—including and especially
children—to be able to calibrate healthy perceptions and levels of trust towards it. This
research aims to empower children to do this through a conversational agent design and
pedagogy framework.

Thesis Supervisor: Professor Harold Abelson
Title: Class of 1922 Professor of Computer Science and Engineering
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Chapter 1

Introduction

Our children are the rock on which our

future will be built, our greatest asset as a

nation. They will be the leaders of our country,

the creators of our national wealth who care

for and protect our people.

—Nelson Mandela

Conversational artificial intelligence (AI)—or the ability of a computer program to

understand human language and respond accordingly—is ripe with potential. Imagine a

conversational agent engaging children in learning history with a virtual Rosa Parks; an

agent writing a persuasive article for you after you have a natural-language discussion;

or an agent providing constant, accurate healthcare answers to those in need. With

recent major advances in natural language processing and automatic speech recognition,

including transformers, transfer learning and foundation models, these ideas are not far-

fetched [198, 32, 46, 76, 90, 68, 28]. Furthermore, with sociotechnical imaginaries of

conversational agents—influenced by agents in the media, like HAL, J.A.R.V.I.S., and

the Star Trek computer—highly prevalent today, it is not difficult to envision natural

language becoming the primary way we communicate with computers [80, 165, 158, 18].

Nonetheless, current agents, like Google Home, Apple’s Siri and Amazon Alexa, do not

live up to our imaginaries’ ideals. Speech is misrecognized, with Alexa mistaking porches

for Porsches, living rooms for Pudding Rooms, and Pampers for cancer [145, 183]; and

natural language is misunderstood, with Siri suggesting nearby liquor stores after being

asked what to do about alcohol poisoning [20]. These imperfections are not merely

small inconveniences, but rather illustrate deeply-rooted flaws and biases in automatic
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speech recognition and natural language understanding that have serious, far-reaching

consequences [149]. For instance, researchers found that widespread industry speech

recognition systems by Amazon, Google, IBM and Microsoft did substantially worse

when recognizing black speakers versus white [86]. Others have found significant gender

biases in word embeddings, causing words like “homemaker” to be heavily associated with

“woman”, and “computer programmer” with “man” [213, 27]. Biases in AI systems are

widespread, being found in medical technologies, justice systems, advertising, policing

systems, and elsewhere [149].

Speech interfaces have also been critiqued for their façade of naturalness, as their

designs are—in current reality—constrained and cumbersome compared to human-human

interactions [21, 127, 85]. In 2010, Norman described how humans need to learn interface

standards before any interactions can become truly natural. This includes learning speech

interaction standards [127]. One challenge with nascent technologies like conversational

interfaces, is that they often are not developed according to a set of such standards. Thus,

end users have trouble developing accurate mental models of how the technology works,

leading to frustration or dwindling satisfaction [21].

Nonetheless, because conversation is one of the most intuitive, primary methods hu-

mans use to communicate with each other, conversational interfaces are uniquely posi-

tioned to inspire relational interactions with technology [120, 160]. For instance, when the

ELIZA agent was first developed in the 1960’s, one of the developer’s secretaries famously

asked for privacy when talking to the agent—despite the algorithm’s artificiality [156].

This agent has now won a Peabody Award for enabling software to engage in “emotional

interactions, empathy, and connection” [39]. Furthermore, researchers have found that

human-agent relationships can be modeled through Knapp’s Staircase in the same way

human-human relationships can be modeled. They also found correlations between this

human-agent relationship development and increased trust of agents [160]. Considering

how trust is a key factor in misinformation spread [210, 159], how agents could be used

to circulate disinformation and reinforce human biases, and how associated risks could be

particularly acute with children, conversational agent trust is becoming a serious concern

for researchers and policy makers alike [182].

With other technologies, researchers have shown how educational interventions with

users can affect trust, increase understanding and decrease the spread of misinforma-
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tion [44, 200, 159, 166, 47]. For instance, DiPaola found children trusted robots less

after engaging in societal impact curriculum [47]. Another study found children’s trust

decreased after learning about the programmatic nature of robots [166]. Despite the sig-

nificant connections found between conversational interactions and trust, however, there

is very little literature on educational interventions concerning conversational agents in

particular—and even less involving children [191, 116, 115, 160]. That being said, there

is literature on utilizing conversational agents in educational settings, teaching conversa-

tional agents new concepts, and investigating the various components of conversational

agents [81, 3, 98, 142, 33, 7]. There is also literature on how to teach AI to a K-12

audience effectively [178, 100, 214] (as described in Section 1.2.1 and Chapter 5) and

how to teach natural language processing, which is a key component of conversational AI

[128, 146] (as described in Chapter 4).

Through engaging with such literature and K-12 pedagogy, as well as implementing

studies with K-12 students, this dissertation develops an educational framework to teach

K-12 students about conversational agents. This framework utilizes constructivist and

constructionist learning theories to both empower students to understand technology

and become technology developers [135, 70]. As we move towards a world filled with

conversational potential, empowering people—especially from a young age—with deep

understanding of agents’ flaws and utility, as well as effective design principles will be

vital to agents being used and developed wisely in the future. It can also empower young

people to make positive change in their communities. In the workshops described in this

dissertation, students developed agents to teach their friends a new language, help their

grandparents remember words, and encourage their classmates to recycle, among other

inspiring projects [186, 191, 193].

Ideally, agents should be developed to portray the reality of their abilities and limita-

tions to their users through effective speech and conversation design. In a study with AI

decision-aid agents, researchers describe the concepts of algorithmic aversion and algorith-

mic appreciation. They note that if users are too averse to agents’ advice and information,

they cannot truly benefit from using the agents. However, if they are too appreciative,

they may make ill-informed decisions when agents present incorrect advice or information

[59]. By portraying conversational agents in a realistic, truthful way through design, dis-

crepancies between users’ expectations of agents—or their agent “partner models”—and
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the reality of agents can be reduced, which can also reduce user frustration [49]. The

K-12 framework in this dissertation aims to empower students to perceive and develop

conversational agents in this way, by providing them with agent design recommendations,

as well as a conceptual framework for understanding agents.

1.0.1 Developing the K-12 Conversational Agent Framework

To develop the design recommendations for this framework, I completed a survey of con-

versational agent usability design literature using a snowballing survey approach [208]. I

describe this survey in Chapter 2. The survey identified current, prominent conversational

agent design recommendation literature; however, the literature lacked recommendations

for diverse users, such as those from countries that are not Western, Educated, Industri-

alized, Rich and Democratic (WEIRD) [167, 160, 117]. It also lacked recommendations

regarding human-agent trust and perceptions.

A key goal of the K-12 framework is to empower nearly anyone—including those

not well represented in the literature, like those from non-WEIRD countries—to foster

healthy perceptions of agents and develop conversational agents to address their needs. To

address this gap, I completed a study with K-12 students and their parents from WEIRD

and non-WEIRD countries (described in Chapter 3). In this study, I investigated initial

perceptions of agents, such as participants’ levels of trust and partner models of agents,

and how these perceptions changed through programming and societal impact activities.

For example, after programming, children trusted agents significantly more than parents

did, and participants from non-WEIRD countries thought agents were significantly more

competent, authoritative and dependable than those from WEIRD countries did. Based

on the results, I developed recommendations for designing agents as well as educational

interventions. These recommendations included designing agents and interventions to

foster appropriate levels of trust and partner models with respect to particular user-

groups.

Through analyzing how participants’ perceptions changed, as well as the educational

activity itself, I developed additional recommendations for teaching conversational agent

educational interventions to K-12 students. In Chapter 5, I note how teaching K-12

students requires unique approaches and presents unique challenges [214, 188]. Using the

recommendations from my study results, as well as the results from a literature review of
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K-12 AI education and a co-design study with K-12 teachers (which I completed alongside

others from the AI education community) [214, 188], I developed a set of thirteen K-12

teaching guidelines. These teaching guidelines are for educators and researchers who

would like to empower K-12 students to develop healthy understandings and perceptions

of conversational agents. They include methods for how to increase engagement for K-12

students, scaffold their learning, develop conversational agent-specific competencies, and

improve equity, diversity and inclusion.

For the final portion of the framework, I analyzed conversational agent development

platforms and related educational materials to identify conversational agent concepts

fundamental to understanding how they work. The concepts progress from those learned

by interacting with agents (e.g., Alexa [193] or the Zhorai agent [99]) to those learned

from developing simple agents (e.g., using ConvoBlocks [191] or Convo [215]) to those

learned from creating robust, multi-turn agents (e.g., through Dialogflow CX [62]). The

concepts fall into five categories, which were derived from conversational agent literature

[142, 33, 7, 178, 100, 99, 185, 215, 14, 173]: (1) Natural Language Understanding, (2)

Conversation Representation, (3) Dialog Management, (4) Data Access and Conversation

Context and (5) Human-Agent Interaction.

By developing this conversational agent framework, this dissertation addresses gaps

in conversational agent education [115, 116, 191] and democratizes this technology [185,

186, 191, 193], making it accessible to those without advanced computer sciences degrees.

Specifically, I aim to empower K-12 students with the knowledge and skills necessary

to foster healthy perceptions and trust of conversational technology, as well as empower

them to create agents that do the same. All in all, this dissertation aims to answer the

following main research questions.

RQ1.0.1: What are the most prominent design guidelines in current conversational

agent literature, and how can they be taught in the K-12 context? (Chapters 2 and 5)

RQ1.0.2: What are the conversational agent concepts (e.g., intents, entities, training,

etc.) taught by prominent conversational agent development tools and related educational

materials (e.g., Alexa Skills Kit [10], Dialogflow [62], etc.), and how can they be taught

in the K-12 context? (Chapters 4 and 5)

RQ1.0.3: How do people of various backgrounds (WEIRD and non-WEIRD, as

well as different generations) perceive conversational agents while developing them, and
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what are the implications of this for K-12 conversational agent pedagogy and design

recommendations? (Chapters 3 and 5)

RQ1.0.4: How do children and those without advanced computer science degrees

envision the future of conversational agents, and what are corresponding forward-looking

conversational agent design guidelines and concepts? (Chapter 3)

A brief overview of the results of investigating these questions follows. An in-depth

summary can be found in Chapter 6.

• With respect to RQ1.0.1, I identified a prominent, comprehensive set of design

guidelines, which were based on an exploration of existing graphical user interface

and conversational agent guidelines. These guidelines are from Murad et al.’s paper,

“Design Guidelines for Hands-Free Speech Interaction” [117].

• With respect to RQ1.0.2, I identified 40 fundamental conversational agent con-

cepts taught by prominent conversational agent development tools and curriculum.

These concepts fall into five categories: (1) Natural Language Understanding, (2)

Conversation Representation, (3) Dialog Management, (4) Data Access and Con-

versation Context and (5) Human-Agent Interaction.

• With respect to RQ1.0.3, I found significant differences between how people from

WEIRD and non-WEIRD countries, how children and parents, and how people

from different intersectional groups perceive conversational agents with respect to

trust and partner models. I also found significant differences before, during and

after the programming and societal impact activities. For example, prior to the

activities, females from WEIRD countries were more skeptical of agents than males

were; however, there was no significant difference for females versus males from

non-WEIRD countries. Based on these results, I developed design recommenda-

tions for conversational agents and educational interventions to encourage healthy

perceptions and levels of trust of agents, with respect to particular user-groups.

• With respect to RQ1.0.4, I found participants overall envisioned their ideal conver-

sational agents as generally being task-oriented, being balanced in terms of artifi-

ciality and human-likeness, and having abilities including useful, common features;

user-oriented features; fun features; and emotionally intelligent features. Thus, I

recommend developing agents with respect to these general characteristics and fea-
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tures, and also considering the preferences of the particular end user audience. For

instance, children and those from non-WEIRD countries described their ideal agents

with relatively more social orientation and human-likeness than overall participants,

and vice-versa for parents and those from WEIRD countries.

• With respect to RQ1.0.1, RQ1.0.2 and RQ1.0.3, I developed recommendations

for teaching conversational agent concepts and design to K-12 students. These

include increasing student engagement, scaffolding student learning, empowering

students to learn particularly challenging conversational agent-specific concepts,

and focusing on equity, diversity and inclusion, among other recommendations.

1.1 Overview of Conversational Agent Tools and

Studies

For this dissertation, I developed three K-12-focused educational software tools (as shown

in Figure 1-1), which I used to investigate current perceptions of the technology, educate

people on the capabilities and limitations of the technology, and empower teachers to

incorporate AI education into their curricula. Through user studies with the tools, I

developed design recommendations for creating effective educational conversational AI

technology and related curricula. This informed the pedagogical conversational agent

framework in this dissertation, and involved four main projects, as follows:

• ConvoBlocks (aka the MIT App Inventor Conversational Agent Platform): This

block-based programming interface allows nearly anyone—including K-12 students—

to program conversational agents. These agent programs run on Amazon Alexa

devices and can communicate with mobile applications developed in MIT App In-

ventor [186, 185, 189, 191, 193].

• Zhorai: Zhorai is a teachable conversational agent. Through the process of teaching

Zhorai about animals, students can learn about machine learning training, repre-

sentation, classification and societal impact of AI [99].

• Convo: This agent allows people to program by speaking or typing in natural

language. For example, someone might say, “If foo is greater than 5, say ‘hooray’ ”,

and Convo will convert the speech into Python code [215, 190, 184].

• Teacher Co-design: This project consists of activities for K-12 teachers to learn
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about AI and develop AI curricula for their own subject (e.g., AI curricula for

social studies, English, math, etc.). Teachers may use the conversational agent tools

outlined above, or others, like Teachable Machine [34] or ML4Kids [91], within their

designed curricula [188].

Figure 1-1: The three main conversational AI tools I developed for this dissertation:
ConvoBlocks, which is a block-based coding tool to create conversational agents (left),
Zhorai, which is a teachable conversational agent for K-12 machine learning education
(middle), and Convo, which is a conversational agent users can talk to in natural lan-
guage to program (right).

Both ConvoBlocks and Convo empower students to develop their own conversational

agents. Compared to commercial conversational agent development interfaces, including

Amazon’s Alexa Developer Console [12] and Google’s Dialogflow [62, 63], ConvoBlocks

and Convo are targeted at a younger or less experienced audience and for a different

purpose. Dialogflow and the Alexa Developer Console are platforms to enable software

developers create commercially viable agents [62, 63, 12], whereas our systems were devel-

oped for K-12 students to create agents to solve problems in their personal communities

while learning how to program [209, 186, 190]. I compare these systems and the conver-

sational agent concepts they present to learners in Chapter 4, contributing to the K-12

pedagogical framework of foundational conversational agent concepts.

1.2 Background and Related Work

This section describes related work, including K-12 AI education initiatives, conversa-

tional agent design recommendations, tools to develop conversational agents, examples

of conversational AI in K-12 education, and research involving perceptions of technology.
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1.2.1 K-12 AI Education

Researchers are developing education initiatives to empower nearly anyone to understand

AI and its societal implications. These initiatives are not limited to teaching adults,

but rather, many focus on teaching children, as these children will soon be the policy

makers, developers and consumers of this technology. For example, the AI4K12 initiative

is developing tools and curricula based on five core “Big AI Ideas” specifically for the

K-12 classroom [178]. MIT’s Responsible AI for Social Empowerment and Education

(RAISE) initiative is developing both vocational and K-12 tools and programs for AI

education [111]. This growing community of researchers and educators is also not limited

to North America [130, 69, 40, 201] or educational institutions [144, 141]. Researchers

and entrepreneurs worldwide are engaging children in understanding the AI in our homes,

workplaces, and even transportation systems [48, 191, 147].

There is also a related, growing body of literature emphasizing empowering students

to develop technology to have authentic impact on their communities, or take “compu-

tational action” [176, 177, 95, 134]. Researchers posit that doing so provides increased

learning motivation as well as a more inclusive learning environment [176, 177]. For ex-

ample, young Mumbai students from Girls for Change created an Android app to help

with water supply management [82]. Other students have developed machine learning

models to investigate racial stereotyping in Tweets [95]. Often, people from underrepre-

sented minority groups, like these students, have increased motivation when developing

projects personally meaningful to them [177, 4]. K-12 AI education initiatives often take

computational-action-related approaches to encourage diversity and equity, as well as

engagement in their curricula [186, 215, 134, 100, 178].

In my own research, students have taken computational action through developing

conversational agents to help others in their communities. They have created agents to

teach people sign language, improve mental health, and help diagnose illnesses [191]. To

facilitate learning—especially for underrepresented minorities, like females and those from

non-WEIRD countries—I embedded computational action activities in my educational

interventions in this dissertation (see Chapter 3). Through these interventions, students’

confidence in terms of feeling like programmers, creating their own technology projects

and being able to make an impact in their community significantly increased. Thus, in

Chapter 5 I recommend including computational action activities in conversational agent

35



educational curricula.

Many of the AI education initiatives have developed tools to facilitate K-12 AI learning

and computational action [178, 100]. These tools range from educational, computer-vision

enabled robots [179] to AI extensions for block-based coding environments [83, 112, 170, 1]

to machine learning clustering visualization web tools [202]. Many of the tools also have

associated curricula. For example, the “Personal Image Classifier”, one of the block-

based coding AI extensions, engages high school students in creating image classifiers and

learning about machine learning [170]. Another AI teaching tool, “Popbots”, facilitates

learning the “Big AI Ideas” through engaging preschool students in interacting with and

training social robots [206, 178].

These tools and associated curricula in the AI education space often utilize construc-

tivist and constructionist learning theories, in which students create knowledge, often

through developing projects or solving problems [70, 135, 191, 214]. Both learning the-

ories can improve student engagement and are generally applicable to computer science

education [97]. Computer science education has also benefited from a pedagogical frame-

work of concepts called “computational thinking skills” [108, 31]. More recently, AI edu-

cators have realized there are competencies unique to AI that are important for students

to learn. Researchers have built on the computational thinking skills framework [189],

as well as developed their own frameworks to address this gap [100, 178]. In Appendix

A, Table A.1 shows a list of AI competencies from a prominent framework by Long and

Magerko [100]. These AI competencies, as well as AI education resources, which teach

these competencies, provide structure for developing further AI teaching tools and re-

sources, including conversational agent pedagogy. Alongside Zhou and Lin, I completed

a literature review of such AI education resources, analyzing which AI competencies the

resources addressed [214]. As shown in Appendix A, none of the resources addressed all

competencies. Having this list of competencies, however, enables educators to identify

resources to help them teach AI comprehensively.

In a similar way, there exists a need for a framework of conversational agent-specific

competencies—especially considering conversational AI’s unique positioning in terms of

market penetration and potential to be a primary mode of human-computer interaction

[165, 158, 116]. One of my studies also emphasized this need for additional conversational

AI pedagogy, as there was evidence for students having more difficulty learning conver-
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sational AI-specific concepts than general AI concepts [191]. The AI literacy framework

also emphasizes how it is important to understand a breadth of specific types of AI, such

as conversational AI, through its competency, “Interdisciplinarity” [100]

Despite this need and agents’ prevalence in young people’s lives today, there is very

little research in teaching conversational agent concepts—especially to young people [116].

One example includes a study by DiPaola, in which students learned about social robots.

Specifically, they learned about the societal impact of social robots, and how to prototype

robot conversation through a flow editor. The curriculum provides a broad overview of

social robotics, including a portion on conversational AI, in which students learn concepts

including conversational flow representation and machine learning [47]. It is intended for

an audience aged 9-12. The curriculum from the study I present in Chapter 3 is intended

for a slightly older audience of students aged 11-18. It teaches related concepts, as

well as concepts like large language models, transfer learning and agent modularization,

specifically focusing on conversational AI rather than social robotics. Other pedagogy

utilizes conversational agents as a means for teaching other concepts, like the Zhorai

activity [99] or Betty’s Brain [26], rather than conversational agent concepts. Nonetheless,

these activities can also unintentionally teach conversational agent concepts, as described

in Section 1.2.3 and Chapter 4.

Although each of these examples teach conversational agent concepts, there is still a

need for a comprehensive framework to provide students with a more nuanced and com-

plete understanding of conversational agents; educators with additional structure when

teaching about conversational agents; and researchers with a framework for assessing con-

versational agent understanding. In the next section, I describe this need with respect

to design frameworks related to such conversational AI pedagogy. In later sections, I

describe DiPaola’s study in more detail with respect to investigating students’ trust of

agents and relationship modeling.

1.2.2 Design Frameworks and Tools for Teaching Conversational

AI Development

Design guidelines and frameworks have been essential to developing effective user inter-

faces for decades [125, 122]. Although these types of guidelines have most often been

developed for graphical user interfaces in the past, many are general enough to give some
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insight into effective conversational agent design. For instance, Hutchins et al. utilizes

the idea of interface directness to identify gaps between user mental models and reality.

According to Hutchins et al., an interface increases in directness, and thereby usability,

when developers reduce semantic and articulatory distances [79]. For instance, developers

might reduce semantic (or “meaning”) distance by enabling agents to couple the meaning

of end users’ phrases directly to intended actions, like connecting the phrase “Turn on

the kitchen lights” to the action of providing electricity to smart lights in a kitchen. Al-

ternatively, there would be increased semantic distance if the same phrase was connected

to the action of turning all the lights on in a house, since this was not the end user’s in-

tended meaning. Another general method for analyzing user interfaces includes utilizing

Green’s cognitive dimensions of notation. These dimensions can provide insight into the

unique environment speech-based agents provide, and how they may not be appropriate

for every use-case [66]. For example, purely speech-based agents may not be appropriate

for design scenarios, since users cannot continuously observe structures being developed

with speech, unlike with graphical user interfaces. To address such usability challenges,

designers can also use standardized, agent-specific design heuristics.

Many different researchers have started to develop such agent-specific guidelines over

the past few years [119, 118]. For instance, Murad et al. developed a set of voice user

interface heuristics by surveying graphical user interface and voice user interface-based lit-

erature [118]. The same researchers then developed voice user interface heuristics specif-

ically for graphical user interface-trained designers, such that they can easily shift to

designing with the new interaction mode [119]. Other researchers have used very dif-

ferent foundations for their voice user interface design guidelines. For instance, Axtell

and Munteanu developed voice user interface guidelines through a thorough analysis of

the Star Trek agent, “Computer”. The authors theorized that by developing agents sim-

ilar to “Computer”—a likely source for the sociotechnical imaginaries of conversational

agents today—users’ expectations for such agents will be closer to reality [18]. Other re-

searchers have utilized interviews and relevant theories, like self-determination theory or

values-based design, to determine conversational agent design guidelines or interventions

[212, 38].

Evidently, recent developments in conversational design have resulted in many vari-

ations on design guidelines. There exists a need to identify a comprehensive, prominent
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set of these guidelines, and integrate them into related pedagogy—especially since there

is a current lack of voice user interface design in human-computer interaction courses

[116, 115]. Through examining human-computer interaction courses at 25 of the top uni-

versities with respect to human-computer interaction publications, Murad and Munteanu

found that only two of them had any curriculum specifically teaching voice user interface-

related design [116]. In a literature review of child-agent human-computer interaction

research, Garg et al. did not note any literature teaching children about conversational

agents or how to design them, despite investigating educational conversational agent

literature and agent design literature [58].

Other educational materials relevant to voice user interface design include guides

from conversational agent development platforms, such as those created by companies

like Google and Amazon. These materials typically involve tutorials, documentation

and suggestions for conversational agent design. They are typically focused on teaching

developers with prior programming knowledge and experience, rather than those with

little prior knowledge [11, 64]. A number of my studies also include educational materials

for agent design and development, which alternatively focus on those with little-to-no

prior knowledge [191, 215, 186]. Other opportunities for learning about conversational

agents include simply interacting with agents, like Alexa or Zhorai [99].

Each of these systems and educational materials present learning opportunities for

people with differing levels of prior knowledge. This dissertation develops a framework

of conversational agent concepts and usability design guidelines to empower people of

differing prior knowledge to learn about and how to develop usable, effective agents. In

Chapter 2, I complete a systematic literature review to identify a prominent, compre-

hensive set of usability guidelines for conversational agent development. In Chapter 3,

I develop additional guidelines with respect to the results of my study with children

and adults from WEIRD and non-WEIRD countries. In Chapter 4, I analyze conver-

sational agent development platforms and educational materials to identify foundational

conversational agent concepts. Finally, in Chapter 5, I develop guidelines to teach these

concepts and usability guidelines effectively. Each of these chapters contribute to the

K-12 pedagogical conversational agent framework, addressing the gap in conversational

agent design education in the literature.
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1.2.3 Conversational AI and K-12 Students

In this section, I describe literature related to conversational agents and young people in

K-12 education. There is little literature related to teaching K-12 students conversational

agent concepts; however, there is literature related to using agents as teaching tools and

observing K-12 students perceptions of agents, as described in the following subsections.

Tools to Create Conversational Agents

There are few dedicated tools to teach people conversational AI, and even fewer to teach

young people [185, 58]. One tool includes ConvoBlocks, which is described in this thesis.

It was specifically developed to teach conversational AI concepts and empower young

students to develop complex, industry-level conversational agents. Another related tool

includes the Interaction Flow Editor, which DiPaola used to teach students about so-

cial robot conversation design. This editor abstracts away many of the low-level details,

which allowed students ages 9-12 to develop conversations [78, 47]. Conversely, Con-

voBlocks provides students with a less-abstracted, yet still accessible method to program

agents, and aims to teach students in middle and high school. Specifically, its method

of block-based coding teaches students the low-level programming concepts of functions,

conditionals and events, while still abstracting away syntax errors through puzzle-block-

like code [186].

Other related tools, including Teachable Machine, ML4Kids, Skill Blueprints, Cogni-

mates, Scratch and the Flow Editor, may enable students to train simple speech, intent

classification or agent models, but are not intended to teach conversational AI concepts

and enable flexible, extendable agent development [34, 91, 9, 51, 50, 157]. ConvoBlocks

was designed to fill this gap and empower students to develop their own complex agents

while learning about the capabilities, limitations and implications of conversational AI

through constructionism and associated curriculum [185, 189, 186, 191].

In Chapter 4, I analyze a number of these development platforms, including Con-

voBlocks, with respect to the conversational agent concepts they can teach. As described

in the chapter, I select specific platforms to address a range of programming abilities—

from no experience to advanced experience. These platforms, from least required experi-

ence to most, are Zhorai [99], ConvoBlocks [185, 191, 193], Convo [190, 215], the Alexa

Developer Console [12] and Google Dialogflow CX [62].
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Pedagogical Conversational Agents

Other related work includes pedagogical conversational agents, which typically teach

students through interactive, natural language conversation and can be found in the K-

12 context [81, 99]. For example, agents might explain virology while touring students

through virtual museums [140], assess reading comprehension by engaging as reading

partners [211], or encourage students to ask deeper questions through offering question

starters [3].

Researchers have investigated which aspects of pedagogical conversational agents help

engage students in the learning process. For example, one study found agents could fa-

cilitate collaborative learning by providing suggestions and gaze feedback [71]. Other

studies have shown how students’ perception of their relationship with embodied peda-

gogical conversational agents can affect their learning [89]. For instance, one study found

social agents with high rapport with students were able to improve language learning [88].

Another study found increasing embodied agents’ speech mimicry and backstory resulted

in increased student engagement, enjoyment, feelings of social relationship and learning

success [87]. Thus, it is important to consider students’ perceptions of and relationships

with pedagogical agents during their learning.

One well-researched and effective learning strategy includes the learning-by-teaching

paradigm, which a number of pedagogical agents use to engage students [25, 96]. For

example, in the “Betty’s Brain” conversational agent environment, students read about

a science topic, teach what they learned to an agent, and have the agent take a quiz

[26]. Another example of this includes “Curiosity Notebook”, in which students choose

to teach a conversational robot about animals, rocks or paintings [96]. Using a similar

method, the Zhorai platform (which is analyzed in Chapter 4) teaches children science

as well as machine learning concepts [99]. Students engage with Zhorai, a conversational

agent, teaching it about animals, while Zhorai tries to classify the animals into different

ecosystems based on the given information.

These types of K-12 pedagogical agents are not necessarily intended to teach conver-

sational agent concepts. However, students may learn fundamental agent concepts merely

by interacting with them. For instance, in Chapter 4, I describe how students can learn

about how agents can have various synthesized voices, have a particular conversational

pattern and reuse contextual information. Simple interactions with agents such as these,
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as well as the more complex interactions with conversational agent development platforms

described previously, can both provide useful learning opportunities in the classroom.

Perceptions of Conversational Agents

Despite commercial conversational agents being used by children in the classroom as well

as homes, few studies have investigated children’s perceptions of them [148, 109, 214, 58].

Understanding children’s perceptions and feelings towards such agents can likely help

educators better facilitate student learning, policy makers ensure safety measures for

child-agent interactions are developed, and children themselves better calibrate their un-

derstanding and trust of such agents [193, 58, 182, 89]. A recent review of child-agent

human-computer interaction research identified a need to better understand children’s

perceptions of and expectations for their conversational partners, or their “partner mod-

els” [58, 49].

Partner models can be described in terms of three main dimensions: (1) competence

and dependability, (2) human-likeness, and (3) cognitive flexibility [42, 49]. People’s

partner models can significantly affect how people interact with agents. For instance,

researchers have found that people make different language choices depending on their

initial expectations of partner models [49, 42]. Designing agents that produce partner

models that align with the capabilities of the agent (e.g., producing a partner model

of perceived limited flexibility, if the agent is truly limited in flexibility), could help

minimize user frustrations and ease conversation [49]. However, a deep understanding of

conversational agent users’ partner models—and especially children’s partner models—is

not reflected in the literature [49, 58].

Certain studies have investigated children’s general perceptions of conversational agents.

For instance, one study found that the majority of 5-6 year old children considered agents

to be friendly, alive, trustworthy, safe, funny, and intelligent [102]. Another study investi-

gated 3-10 year old children’s perceptions, and found that children had different percep-

tions of agents’ intelligence depending on the modality of interaction with conversational

agent. My past research found students perceived agents to be more intelligent and felt

closer to them after learning to program them [193].

Other researchers focus on perceptions of robotic or embodied agents. For instance

one study investigated how sociable, mutual-liking, attractive, human, close, and intelli-
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gent children 10-12 years old perceived robots to be, finding evidence for learning benefits

with anthropomorphized robots [109]. Another study investigated students’ perceptions

of robots through programming and societal impact activities, finding that children who

engaged in the societal impact activities found the robots less trustworthy than those

in other groups [47]. Still others have investigated children’s relationships with robots.

For instance, Boulicault et al. discuss how child-robot relationships are inevitably inau-

thentic, similar to relationships with imaginary friends or toys, and should be designed

with stakeholders in mind, including parents, teachers and children themselves [29]. An-

other study found researchers can model child-robot relationships through a number of

measurement scales, including the Inclusion of Other in Self scale [205]. Using this scale,

DiPaola found no significant differences in children’s perceived closeness with robots after

engaging with them for eight weeks [47]. These results are unlike results from my past

study, in which I found children’s perceived closeness increased after engaging with and

programming agents [193]. Thus, there is a need for further investigation of the differ-

ences between perceptions of purely conversational agents and embodied robots, as well

as how time scales affect these perceptions.

To my knowledge, there are no studies to date that specifically investigate children’s

partner models of robots or agents. This is despite how understanding people’s partner

models can improve agent design. For instance, if designers model agents to ensure users’

expectations are met or addressed, users are less likely to encounter frustrations [49].

Thus, by studying people’s agent partner models, researchers can develop better design

recommendations for agents.

Since different people can have different prior biases and understanding of agents,

people from different places and of different ages may have different partner models of

agents. Thus, when designing agents, it is likely important to understand different peo-

ple’s partner models. In Chapter 3, I investigate the partner models of children and

parents from non-WEIRD and WEIRD countries, and develop corresponding conversa-

tional agent usability design guidelines. For example, I found that children from WEIRD

countries thought agents were more flexible than those from non-WEIRD countries did

prior to the educational activities. Based on this result, agents intended for children from

WEIRD countries may need to indicate their inflexibility, or agents intended for children

from non-WEIRD countries may need to indicate their flexibility, depending on the ac-
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tual flexibility of the agent. The guidelines in Chapter 3 aim to empower learners and

developers to create effective agents, particularly through conveying appropriate agent

partner models.

1.3 Summary of Contributions

The main contributions of this dissertation fall under the following categories.

1. Prominent, comprehensive conversational agent design guidelines to teach to K-12

students (RQ1.0.1, Chapter 2 and 3):

• A comprehensive list of prominent conversational agent usability design guide-

lines found in the literature [117], including those developed through investi-

gating children’s and parents’ trust and partner models during programming

and societal impact activities

2. Conversational agent understanding concepts (RQ1.0.2, Chapter 4):

• Identification of fundamental conversational agent concepts (e.g., training ut-

terances, intents, entities, etc.) through a survey of conversational agent learn-

ing tools, including interactive agents and conversational agent development

platforms, and associated educational materials

• Analysis of conversational agent development platforms for people with varied

prior knowledge (e.g., Zhorai for novices [99], the MIT App Inventor Conver-

sational AI Interface for beginners [186], Dialogflow CX for expert developers

[62], etc.) in terms of which conversational agent concepts they teach

3. Forward-looking design guidelines (RQ1.0.4, Chapter 3):

• Identification of common themes in student projects and visions for the future

of conversational agents from past studies [186, 185, 189, 191, 215] and a final

study involving children and parents from WEIRD and non-WEIRD countries

• Development of relevant forward-looking design guidelines and concepts based

on the common themes

4. Teaching guidelines for K-12 conversational agent curricula (RQ1.0.1, RQ1.0.2,

RQ1.0.3, Chapter 5)

• Summary of K-12 teaching guidelines from a systematic literature review of K-

12 AI education research, as well as the results of teaching K-12 conversational
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agent curricula to children from WEIRD and non-WEIRD countries

5. A pedagogical conversational agent design and understanding framework (Chapter

6):

• Combination of the findings of all the above research questions, resulting in

a pedagogical conversational agent design and understanding framework for

students, educators and agent designers

All in all, this dissertation investigates the research questions outlined in Section 1

(RQ1.0.1, RQ1.0.2, RQ1.0.3, and RQ1.0.4) and develops a pedagogical conversational

agent design and understanding framework. I developed the framework with a K-12

audience in mind, but it is also likely useful for other audiences. This work is supported

by the findings in my past studies with ConvoBlocks, Zhorai, Convo; a past co-design

workshop with teachers; and a past literature review of K-12 AI education research, as

well as the content provided in the following chapters [185, 191, 193, 189, 137, 99, 190,

215, 184, 188, 214].

45



46



Chapter 2

Conversational Agent Design

Guidelines

Design creates culture.

Culture shapes values.

Values determine the future.

Design is therefore responsible for

the world our children will live in.

—Robert L. Peters

As discussed in Section 1.2.2, there exists a need for HCI conversational agent ped-

agogy, including usability design guidelines for those learning to develop agents. This

chapter outlines the process of identifying prominent, comprehensive and current usabil-

ity design guidelines for developing conversational agents. Up until recently, there have

been few comprehensive conversational agent design guidelines, due to the nascency of

the field and its large recent advances [198, 32, 46, 119, 118]. Within the past few years,

however, due to calls to action by researchers and conferences, there has been a surge

in the development of such guidelines [119, 118, 57, 129]. To identify the most promi-

nent, comprehensive, recent set of guidelines, I completed a systematic literature review.

The final guidelines identified were from Murad et al.’s paper, “Design Guidelines for

Hands-Free Speech Interaction” [117].

To develop these guidelines, Murad et al. first explored notable, existing guidelines

for GUI design, since they have been established over many years of research. Specif-

ically, they identify Nielsen’s [123], Norman’s [126] and Shneiderman’s [162] guidelines

as notable. They then investigate speech human-computer interaction literature for how
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it addresses the prominent GUI guidelines’ recommendations. The authors also identify

areas that are unique to speech interaction to develop new speech-specific guidelines.

They find that the majority of the GUI guidelines are relevant to speech; however, do

not note any papers related to the guideline, “G4: Consistency throughout the Interface”

and only note few related to the guideline, “G5: Preventing User Errors”. They also iden-

tify two areas in speech interaction literature not covered by GUI literature, including

“A1: Ensure Transparency/Privacy” and “A2: Considering How Context Affects Speech

Interaction” [117].

In Table 2.3, I provide examples for how each of the GUI guidelines can be im-

plemented in conversational agent design, including G4 and G5, based on the authors’

discussion, other conversational agent literature, as well as my own research in developing

agents and design recommendations [185, 191, 193, 99, 190, 215, 184]. For instance, for

“G4: Consistency throughout the Interface” (which the authors did not find any imple-

mented examples in their speech literature review), I found a relevant example suggesting

implementing consistent tones of voice, personas, language, as well as other aspects when

designing agents [57]. As discussed in the introduction, in later chapters I identify ar-

eas not covered by Murad et al.’s guidelines. These include considering people from

non-WEIRD countries and people of various ages when developing guidelines [167]. To

address this gap, in Chapter 3 I develop additional guidelines to encourage healthy levels

of trust and partner model development for various audiences.

2.1 Literature Review

To begin identifying guidelines, I used the snowball surveying technique outlined in

Wohlin’s framework [208]. I first identified a set of usability guideline papers that met

the initial criteria outlined in Table 2.2. I found these papers through a keyword search

of relevant search terms, including “conversational agent design guidelines”, “voice user

interface (VUI) design recommendations”, “conversational AI usability heuristics”, and

“voice assistant design principles”. I used Google Scholar to perform the search to reduce

bias in favor of specific publishers [208]. The final start set included papers from a variety

of conferences and journals, including CHI, HCII, IEEE Pervasive Computing, and MuC

[203, 92, 129, 104, 168]. In Table 2.1, I outline the journals and conferences with more
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Table 2.1: List of journals and conferences where articles were found through the snowball
sampling literature review. The largest number of articles were from the CHI conference,
with ten articles. Publications from which there were less than two articles identified fell
under the “Other” category. There were 82 articles analyzed in total.

Publication Count

CHI 10

CUI 5

MobileHCI 4

HCII 3

DIS 3

SN Computer Science 2

MuC 2

International Journal of HCI 2

Interacting with Computers 2

IEEE Pervasive Computing 2

IEEE Latin America Trans. 2

ICoRD 2

CSCW 2

Computers in Human Behavior 2

AMCIS 2

Other 37

TOTAL 82

than one article identified in the literature review.

I specifically chose to limit the search to papers discussing voice-based conversational

agents, since this dissertation focuses on the unique benefits and risks of voice-based

agents. For example, voice-based agents utilize one of the most natural methods of

communications humans have used for ages: speech; whereas text-based agents utilize a

method of communication recently invented: typing on a technological device. The voice-

based method is beneficial, since it is very natural, efficient and enjoyable for humans to

learn and use [190, 151]. However, due to humans’ long history of voice-based interactions,

voice-based agents may be especially personified. This presents a risk, as researchers

have found correlations between increased personification of agents and increased trust

[160, 193]. Furthermore, researchers have linked increased trust of sources of information

to increased mis- or dis-information spread [210, 159]. Thus, it is particularly important

to mindfully consider how to design voice-based conversational agents. This is especially
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Table 2.2: Criteria for inclusion in the snowball sampling literature review.

Criterion Further information

Voice-based
Conversational agents under investigation must not be specifically text-
based (e.g., online text chatbots) or multi-modal (e.g., embodied robotic
agents), and include at least some speech component.

General-purpose
agents

Conversational agents under investigation must not be developed for a
specific user-group or purpose (e.g., specific to health-care, pedagogy,
automobiles, etc.).

General guidelines Conversational agent guidelines must not be specific to only one aspect
of agent design (e.g., specific only to naturalness or trust).

List specific evaluative
usability heuristics or
recommendations

Conversational agent guidelines must be listed and must evaluate po-
tential agents in terms of usability (e.g., the paper cannot just describe
a model of agent language or only list challenges of creating agents, but
must evaluate agent usability).

From 2017 onwards
Paper must be published in 2017 or later due to large advances in natural
language processing and speech recognition in 2017 (e.g., transformer
models [198]).

English Paper must not be in a language other than English (although the agent
being evaluated may be speak in another language).

Peer reviewed Paper must be published in a peer-reviewed journal or conference

true considering reports indicating an exponential rise in the use of voice-based agents

[163, 217].

Through backwards and forwards snowball sampling, I identified 82 candidates through

their titles and abstracts as potentially falling under the outlined criteria. Table 2.1 shows

the journals and conferences where the majority of the candidates were published. After

reviewing the papers further, I determined 16 of the candidates fell entirely under the

criteria. Of the 16 candidates, five were survey papers that aggregated information from

many sources to determine overarching guidelines. The final, most prominent paper with

aggregated guidelines was Murad et al.’s article, “Design guidelines for hands-free speech

interaction” [117], which surveyed 21 papers to develop its 12 usability guidelines for

speech interfaces. Other researchers had cited this paper at least 66 times at the time of

this dissertation’s publication. The 12 guidelines from this paper are shown in Table 2.3.

In this table, I also describe example opportunities for implementation when developing

conversational agents. I identified these opportunities through my literature review (with

special attention to Murad et al.’s discussion) and experience with my own conversational
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agent designs and studies.

Table 2.3: General guidelines for conversational agents from Murad et al.’s article [117] and examples of
how to put these guidelines into practice. Note that the guideline titles in this table are directly from
Murad et al.’s article, and the opportunities in practice are largely inspired by this article, as well as
other literature and opportunities from my conversational agent designs and studies [185, 191, 193, 99,
190, 215, 184].

Design Guideline for Hands-
Free Speech Interaction [117] Opportunities in practice

G1: Visibility/Feedback of System
Status

• Indicate when users can speak to the agent.
• Indicate the agent’s capabilities.
• Provide feedback on the agent’s interpretations of users’
speech and how users can speak differently to improve recog-
nition.

G2: Mapping Between System and
Real World

• Provide example conversation schema and scaffolding.
• Since users mimic agents’ speech patterns, develop agents
that speak in the way users should speak for best speech recog-
nition (e.g., using complete sentences [175])

G3: User Control and Freedom

• Provide sufficient time for users to speak to the agent and
understand its speech.
• Allow users to interrupt the agent (see G7).
• Allow for flexibility in the flow of the conversation; for ex-
ample, by allowing users to provide additional information at
various times in the conversation (see G7).

G4: Consistency throughout the In-
terface

• Use consistent conventions (e.g., terminologies, tone of voice,
language) when designing conversation and conversational flow
[57].

G5: Preventing User Errors

• Enable agents to understand wide-ranging diction, idioms,
and phrases (see G7).
• Confirm choices when users make consequential decisions to
ensure statements were understood correctly (see G9). (Im-
plicit confirmations may be used to address G8.)

G6: Recognition Rather than Re-
call

• Provide information to users on how to complete tasks and
structure responses, rather than forcing them to guess.

G7: Flexibility and Efficiency of
Use

• Ask users open-ended questions, rather than yes or no ques-
tions (e.g., “Where would you like to go?” vs. “Do you know
where you’d like to go?” [175]).
• Allow users to interrupt the agent (see G3).
• Allow for flexibility in the flow of the conversation; for ex-
ample, by allowing users to provide additional information at
various times in the conversation (see G3).
• Enable agents to understand wide-ranging diction, idioms,
and phrases (see G5).
• Minimize or scaffold the amount of information and options
given to the user (see G8).
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G8: Minimalism in Design and Di-
alogue

• Use implicit confirmations in feedback statements rather than
repetitive, explicit confirmations when possible.
• Minimize or scaffold the amount of information and options
given to the user (see G7).

G9: Allowing Users to Recognize
and Recover from Errors

• Indicate when speech recognition is uncertain, and enable
users to repeat or rephrase their responses.
• Enable agents to recognize when users want to edit misun-
derstood responses. (This may be when users repeat their re-
sponse, when they speak more loudly, or explicitly ask to edit.)
• Allow users to undo actions or go back to previous menus.
• Confirm choices when users make consequential decisions to
ensure statements were understood correctly (see G5). (Im-
plicit confirmations may be used to address G8.)

G10: Providing Help and Documen-
tation

• Provide interactive tutorials.
• Provide scaffolded help contextually throughout interactions.

A1: Ensure Transparency/Privacy

• Provide information on what data is being collected.
• Recognize quiet or whispered speech (or consider silent speech
recognition, like lip reading [133]) to increase privacy in public
spaces (see A2).

A2: Considering How Context Af-
fects Speech Interaction

• Enable various devices or input modalities to increase social
appropriateness of interacting with agents in different spaces
(e.g., speaking vs. inputting text in a public space, speaking
to a smart speaker vs. a phone while in conversation with
others).
• Recognize quiet or whispered speech (or consider silent speech
recognition, like lip reading [133]) to increase social acceptabil-
ity in public spaces (see A1).

2.2 Design Recommendations’ Connection to the Frame-

work

In later chapters, I structure the HCI portion of the K-12 pedagogical framework based on

the usability guidelines in Table 2.3, and analyze how these guidelines are taught through

the conversational agent development platforms and tutorials outlined in Chapter 4. I

also contribute additional guidelines based on a lack of guidelines in the literature con-

sidering people of different programming backgrounds, generations, cultures and gender

identities [117, 167]. Specifically, I investigate differences in learning and perceptions of

conversational agents of children and parents from non-WEIRD and WEIRD countries,

and develop guidelines for how to address these differences. The investigation and associ-

ated guidelines are outlined in Chapter 3. Finally, I develop guidelines for teaching such

design recommendations to K-12 students in Chapter 5.
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Chapter 3

Conversational Agent Development and

Perceptions Study

How will [conversational agents’] ubiquity and

integration in our daily lives change how we live?

Who will be most affected by the decisions of agent owners?

—Ruane et al. [150]

As discussed in Chapter 1, analysing people’s perceptions of conversational agents

is important in order to both better develop effective conversational agents and better

teach people about conversational agents. This is especially important for conversational

technology since it is inherently personified, and people naturally build relationships

with it [160]. As people build trust with agents, agents become uniquely positioned to

both engage in effective teaching (as trust is important in teacher-student relationships

[113, 67]), as well as spread misinformation (see Figure 3-1).

In this Chapter, I outline a study with ConvoBlocks, in which three undergraduate

student researchers, Nguyen, Tian and Kelleher, and I investigate how children and par-

ents from eight different countries perceived and trusted agents during an educational

activity. The purpose of the study was to determine whether educational activities—in

this case, programming and societal impact activities—can change people’s perceptions

of agents. As discussed in Section 1.2.3, by better understanding how different people

perceive agents, we can learn to better develop agents and educational activities, thereby

better equipping people for a conversational-agent-filled-world.
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Figure 3-1: A depiction of overtrust of Alexa [196]. (A zorilla is a skunk-like animal
largely found in Africa.) Although this is a trivial example, overtrust can have serious
implications for misinformation spread.

3.0.1 Study Novelty

Despite a vast majority of the world’s population being from locations that are not West-

ern, educated, industrialized, rich and democratic (WEIRD), much of the non-WEIRD

population has been neglected in the literature—including HCI literature [167]. Fur-

thermore, researchers have called for more conversational agent-related studies with par-

ticipants from diverse locations and backgrounds [160]. This chapter expands on my

previous research on children’s perceptions of conversational agents, involving similar

agent-development workshops [191, 193, 186]. These past studies, however, only focused

on WEIRD perspectives [167], and children’s perspectives; whereas this study includes

non-WEIRD and parents’ perspectives, in addition to WEIRD and children’s perspec-

tives. These past studies also only investigated general aspects of trust and perceptions,

instead of engaging with specific theoretical models of trust and partner models, as de-

scribed in the next sections.

3.0.2 Modeling Partner Models

As discussed in Section 1.2.3, the partner model is a useful construct when investigating

people’s expectations for conversational partners, including agents. When user expecta-

tions of conversational partners match reality, users are better able to understand their

partners’ choices, better able to predict their partners’ future actions, and less likely to

be frustrated by their conversational partner. Partner models can also influence how

users interact with agents; for instance, users might align their syntax with their model

54



Table 3.1: Partner model dimensions from Doyle et al.’s model, and related terminology
used in surveys to investigate participants’ perspectives of Alexa [49]. This terminology
is largely from Doyle et al.’s psycholexical analysis and provides further insight and detail
into the dimensions [49].

Dimension Survey terminology

Competence and dependability
• Unreliable vs. dependable

• Competent vs. incompetent

Human-likeness

• Human-like vs. machine-like

• Warm vs. cold
• Friend vs. co-worker
• Authority figure vs. peer

Cognitive flexibility
• Interactive vs. start-stop

• Flexible vs. inflexible

of their partner’s syntax [41] or make assumptions based on their model of their partner’s

way of speech [43]. In this dissertation, I adopt Doyle et al.’s model, which is the first

to identify key dimensions of partner models in conversational agent interaction. The

key dimensions include: (1) competence and dependability, (2) human-likeness, and (3)

cognitive flexibility [42, 49], as shown in Figure 3-2. We investigate participants’ partner

models of Alexa in terms of these dimensions, using the terminology outlined in Table

3.1 to uncover specific aspects of their perceptions.

Figure 3-2: The key dimensions of partner models, as outlined by Doyle et al. [49].

Furthermore, people’s partner models can influence their sense of trust of agents. For

instance, Cowan et al. found that people trusted conversational partners differently to

give correct answers depending on their partner models [42]. This reveals a core differ-
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ence between how users interact with voice user interfaces and other smart technologies.

Voice user interfaces are inherently human-like, and therefore likely to be immediately

anthropomorphized and interacted with socially [160]. This brings additional challenges.

As Turkle once put it, “A virtual assistant or chatbot that offers friendship reduces a

person to lines of code”, or in other words, relational chatbots and their designs influence

how humans interact with them, as well as with other humans [181].

Researchers are beginning to investigate this phenomenon and how agents’ anthro-

pomorphized designs affect how users interact with them. For instance, Seymour and

Van Kleek found interactions with conversational agents can be modelled using the same

metrics as social relationships. They also found a correlation between measured relation-

ship development with agents and trust of agents [160]. This correlation is especially

concerning (and much less researched [52, 193]) when considering children and their vul-

nerability. This study investigates children’s relationships with conversational agents in in

terms of partner models, and how researchers can develop pedagogical interventions and

conversational agent designs to encourage balanced calibration of trust and perceptions

of agents.

In this study, we found partner models changed differently for different subsets of the

participants through the activities. For instance, after the programming activities, par-

ticipants from non-WEIRD countries felt agents were more competent, more dependable

and more of an authority figure than those from WEIRD countries did. Another exam-

ple includes how children felt Alexa was warmer and more human-like than parents did

throughout the activities. Thus, I recommend designing conversational agent personas

to foster partner models appropriate for the particular task (e.g., social vs. co-working

agent) and end users. For instance, for end users from non-WEIRD countries, devel-

opers may want to focus on creating competent personas (assuming the agent is truly

competent). For parent end users, developers may want focus on creating warm and

human-like personas. This also aligns with how we found parents described their ideal

agent designs with a focus on human-likeness. These traits are also linked to trust of

agents, as discussed in the next section.
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3.0.3 Modeling Trust

There are many different methods of defining, modeling and assessing trust. For instance,

sociology researchers have defined it with respect to people’s interests not being hurt by

another party; philosophy researchers with respect to personal, moral relationships and

risky actions; and computing and networking researchers with respect to how likely it

is for an entity to behave reliably [37]. One well-recognized model of trust involves four

characteristics: (1) Competence, (2) Benevolence, (3) Integrity and (4) Predictability.

The authors of this model, McKnight and Chervany, developed it through combining

multiple different disciplines’ constructs of trust to create a “genericized” model for use in

many research domains [107]. Indeed, researchers have referenced this model in thousands

of different works, including investigating trust with respect to agents [23, 8, 103], website

design [132, 139, 56], and even virtual reality interactions [164, 54, 55]. I also adopt

McKnight and Chervany’s model of trust to investigate children and parents’ perceptions

of conversational agents.

Alongside Nguyen, Kelleher and Tian, I analyze participants’ trust in two main ways.

The first is through a thematic analysis of long-answer responses to a question about

whether participants felt their trust changed through the workshops, and why. The sec-

ond is through analysing the responses to Likert scale questions, which ask participants

to rate their general trust of agents, and their specific trust in the correctness of agents’

information. We are particularly interested in trust of information correctness, as re-

searchers have linked trust to the spread of misinformation [210, 159]. In the thematic

analysis, we developed themes inductively (as in Braun et al.’s description of this method

[30]) and later categorized relevant themes into McKnight and Chervany’s four trust

characteristics [107].

We found that participants focused most on the competence, then predictability and

then integrity aspects of trust with regards to agents. More specifically, participants

frequently mentioned where agents obtained their information, what they do with the

information they are given and how they were programmed when discussing their trust

of agents. Thus, I recommend informing end users about these topics through agent

design and educational interventions to increase transparency and allow end users to

calibrate their trust accordingly.
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3.0.4 Computational Action and Technology Democratization

As described in Section 1.2.1, developing curricula to empower students to develop tech-

nology to affect their communities—or engaging students in “computational action”—can

increase their engagement, and provide them with a more inclusive learning environ-

ment [176, 177]. In the curriculum we developed for this study, we teach students to

develop their own conversational agents and engage them in designing their ideal “fu-

ture worlds” (whether that includes conversational agent related components or not).

Through these activities, we investigated how different people’s self-efficacy and identi-

ties as programmers changed. For example, we found participants’ confidence in feeling

like a programmer and in creating their own technology significantly increased through

the programming activity. However, participants’ confidence in being able to make an

impact in their community or the world using technology only significantly increased

after the societal impact activity. We also investigated which conversational agent con-

cepts were most challenging for participants. These included Training, Terminology and

Turn-taking. Based on these results, I present teaching recommendations for K-12 conver-

sational agent curricula, including teaching both programming and development activities

to facilitate computational action, emphasizing challenging concepts when teaching, and

others.

By making technology understandable and accessible to everyone—or democratizing

technology—more diverse voices can contribute to how technology is built and which

problems it addresses. Many AI education initiatives and workshops aim to democratize

technology through education [186, 215, 134, 100, 178]. Since not everyone has access to

such initiatives and workshops and the ability to create their own agents, however, we

also investigated how various groups (children and parents from non-WEIRD and WEIRD

countries) generally envisioned their ideal conversational agents. That way, developers

who already have the knowledge and skills to affect change in the world of technology

can take diverse people’s opinions into account when creating new agents. For instance,

developers may want to design more task-oriented agents, since participants generally

described their ideal agents this way. They also described their agents with a balance

between artificiality and human-likeness, and frequently described agent features such as

useful, common features; user-oriented features; fun features; and emotionally intelligent

features.
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3.0.5 Research Questions

The purpose of this Chapter is to develop design recommendations to complement the

prominent, general usability recommendations outlined in Chapter 2. The recommenda-

tions from Chapter 2 are based on research largely from a WEIRD context [117, 124, 161]

and aimed at adults with deep prior knowledge of computer science. The authors of the

recommendations note that their exploration of established guidelines provides a founda-

tion for future conversational agent usability research to build upon [117]. The recom-

mendations developed in this chapter extend these recommendations through addressing

a wider audience—including those from WEIRD and non-WEIRD countries and those

from different generations—and considering how agent programming and societal im-

pact activities can affect partner models and trust of agents. They also focus on more

than just conversational agent usability, and include recommendations for conversational

agent pedagogy and recommendations for how to align conversational agent development

with different user groups’ ideal future agents. In later chapters, I relate and adapt the

recommendations I develop in this chapter (as well as those from Chapter 2) to a K-12

context, which informs the K-12 pedagogical conversational agent design and understand-

ing framework.

In this chapter, I aim to answer the following research questions:

RQ3.0.1: How do people of various backgrounds (WEIRD and non-WEIRD, as well

as different generations) perceive Alexa with respect to partner models [49] and trust

before, during and after conversational agent programming and societal impact activities?

• Furthermore, how might these perceptions inform design recommendations for agents

and educational interventions?

RQ3.0.2: What do people of various backgrounds find most difficult when learning

about and developing conversational agents?

• Furthermore, how might this inform teaching guidelines for conversational AI?

RQ3.0.3: How do people of various backgrounds feel in terms of self-efficacy and

identity as being programmers through conversational agent programming and societal

impact workshops?

• Furthermore, how might this inform teaching guidelines for conversational AI?

RQ3.0.4: How do people of various backgrounds envision the future of conversational

agents?
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• Furthermore, how might this inform design recommendations for future conversa-

tional agents for these audiences?

The results of the investigation into these research questions led to recommendations

for conversational agent usability (DR-Us), conversational agent pedagogy (DR-Ps), and

how to align conversational agent development with users’ ideal future conversational

agents (DR-Fs). Table 3.2 summarizes the design recommendations. Each of these rec-

ommendations contribute to the development of the K-12 pedagogical conversational

agent design and understanding framework, in turn helping educators create pedagogy

to empower others to better understand and develop conversational agents.

Table 3.2: The conversational agent and pedagogy design recommendations developed based on the
results of the study.

Purpose Recommendation

DR-U: To help developers
create conversational agents
with increased usability and
learnability

DR-U1: Inform users about trustworthiness

DR-U2: Design conversational agent personas to foster appropriate
partner models

DR-P: To help educators
create effective conversational
agent pedagogy

DR-P1: Encourage trust of pedagogical agents (to the extent of
their trustworthiness) to facilitate learning from them

DR-P2: Engage students in activities that will reinforce the con-
cepts being taught with respect to their conversational agent partner
models

DR-P3: Teach visual programming to empower nearly anyone to
program conversational agents

DR-P4: Emphasize concepts that are challenging for particular
audiences

DR-P5: Include both societal impact and conversational agent de-
velopment activities to facilitate computational action

DR-P6: Encourage and provide consistent programming opportu-
nities to underrepresented minorities

DR-P7: Supplement conversational agent development activities
with additional agent engagement, AI learning and programming
activities
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DR-F: To empower current
developers with a greater
understanding of how
people—other than
themselves—may want
technology to be developed,
and thereby aid in technology
democratization

DR-F1: Design with more task-orientation in general, while con-
sidering the end user audience

DR-F2: Balance personification and artificiality in agent design
while considering the end user audience

DR-F3: Focus development on useful, common features; user-
orientation; enjoyable interactions; and emotional intelligence, while
emphasizing certain aspects depending on the end user audience

3.1 The ConvoBlocks Interface

This section describes ConvoBlocks (aka the MIT App Inventor Conversational Agent

Platform), which is the platform participants used to develop conversational agents during

the study. Similar information can be found in my master’s thesis [186] and related papers

[185, 191, 193].

ConvoBlocks is a block-based programming tool to teach young people conversational

AI while empowering them to create socially useful conversational agents. I have used

this system in two previous studies investigating the usability and effectiveness of the in-

terface, how to best teach conversational AI concepts to K-12 students, and how students’

perceptions of conversational agents change before and after programming conversational

agents [185, 186, 193, 191]. To illustrate the system, I present a fictional, motivational

scenario in which a student, Sheila, creates an app and conversational agent with Con-

voBlocks (as presented in my paper [185]). Although the scenario is fictional, a version

of Sheila’s Storybook App was implemented using the interface and presented to students

as an example during K-12 workshops. A diagram showing the user workflow is shown

in Figure 3-3.

Motivational Scenario

Sheila, a seventh grade student, loves stories. When she was younger, she imagined

jumping into the pages of her storybook and interacting with the characters. During

a computer lesson, she heard about MIT App Inventor’s conversational AI interface,

ConvoBlocks, and had a brilliant idea: to create a talking storybook. Sheila would create

the storybook app using ConvoBlocks, run it on her tablet, and enable conversation using

the Alexa app. The storybook would have the following main features:
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Figure 3-3: User workflow to create a conversational AI agent. The user first implements
the Voice User Interface (VUI) and endpoint function using a block-based interface. The
blocks are converted to JSON and JavaScript, which define the agent’s functionality on
Alexa devices [185]. See Section 3.1 for more details about the implementation.

• You could swipe through virtual pages of the storybook while reading and viewing

illustrations on-screen

• You could ask Alexa about the characters, setting, and narrative (e.g., Figure 3-4)

• You could ask Alexa to read you the story, and as Alexa reads, the sentence on the

app’s page would be highlighted

• You could have virtual conversations with the storybook characters, and when you

ask a character a question, a response would be automatically generated

Figure 3-4: Speaking with Alexa contextually with Sheila’s storybook [195, 185].

To implement the storybook app, Sheila first uploaded illustrations to MIT App

Inventor and implemented page-flipping functionality by creating events in the block-
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based interface. When the “next” button was pressed, a counter would increase, and

the next illustration would pop up on screen. The opposite event would occur when the

“previous” button was pressed. After creating the mobile app (as shown in Figure 3-5),

Sheila moved onto the conversational AI portion of the app with MIT App Inventor’s

ConvoBlocks.

Figure 3-5: The storybook mobile app being developed on the MIT App Inventor website
[185].

Sheila added a new Alexa Skill to the project by clicking the Add Skill button. This

brought her to a page where she could drag-and-drop and connect blocks together to

create a conversational agent, as in Figure 3-6. First, she dragged out a define intent

block so that the Voice User Interface (VUI) would recognize when someone said, “Tell

me a story”. She wanted the agent to respond by telling a story about zorillas (a little-

known animal that Sheila absolutely loved! ), so she also dragged out a when intent spoken

block. She connected the when intent spoken block to a say block containing a text block

with the first line of the story.

Sheila also wanted people to be able to speak with the main character, Karabo the

Zorilla. She didn’t want to write out all the possible answers to people’s questions though

(that would take forever), so she decided to use a generate text block to generate Karabo’s

answers instead. According to her seventh grade teacher, this block used machine learning
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to generate sentences sounding kind of like the stories in the block’s drop-down menu.

Sheila imagined Karabo speaking kind of like Dr. Seuss, so she chose that one from the

menu.

After adding some additional functionality using blocks, as shown in Figure 3-6, Sheila

sent the Alexa Skill and mobile app to her cousin Jaidon. Jaidon downloaded the app and

started flipping through the pages, talking to the storybook as he went along. Jaidon was

thrilled that he could listen to Alexa read him the story, especially since he didn’t know

how to read himself. He also had a blast asking Karabo questions and hearing the infinite

different ways Karabo would respond (despite the sentences not always being perfectly

logical). He laughed when Karabo said, “Little cat in the hat, I cannot eat them in the

snow”. It sounded quite like one of his favorite Seuss stories. Hearing Jaidon’s laughter

meant the world to Sheila. In her mind, an app that allowed her to connect with her

cousin thousands of miles away was a huge success.

Figure 3-6: Sheila’s storybook endpoint function blocks in MIT App Inventor’s Con-
voBlocks. Notice the when intent spoken, say, and generate text blocks [185].

Although the above story is fictional, students have created many similar agents using

ConvoBlocks, including sign-language teaching agents, agents to help diagnose illnesses,

and cookbook agents [185, 191, 193], as shown in Figure 3-7 and Figure 4-14.
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Figure 3-7: A visualization of a conversation turn with a cookbook agent. The recipe
step in this turn also appears on-screen with an image in an associated app.

Design and Technical Implementation

As described in my paper [185], the main goals of the conversational AI interface’s de-

sign were to empower students with little or no programming experience to (1) learn

computational thinking skills, (2) learn conversational AI concepts, and (3)

develop conversational AI applications. Figure 3-8 illustrates examples of how the

interface implements these three goals, including how code blocks, like the “generate text”

block, can teach conversational AI concepts. I provide more details about how the MIT

App Inventor team and I developed the interface in my master’s thesis and related papers

[185, 186, 193].

3.2 Procedure

The following section describes the workshop, data collection and data analysis proce-

dures.

3.2.1 Workshop Outline

We designed ConvoBlocks workshops for students aged 11-18 and their parents to learn

about conversational agents, how to program them, and what it means to have them in the

world. In the workshops, students and their parents completed programming and societal

impact curriculum over two days. Each day involved 3.5 hours of Zoom interaction.
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Figure 3-8: The ConvoBlocks interface highlighted according to design goals. Pink: The
pink boxes highlight the interface’s attention to computational thinking skills, including
events (when), conditionals (if ), and data (get slot). Blue: The blue boxes highlight con-
versational AI concepts, including invocation name, intent and slot (i.e., entity), as well
as a “generate text” block containing LSTM neural networks. Yellow: The yellow boxes
illustrate the learnability of the interface. The leftmost highlight shows the “drawers”
where blocks can be easily dragged-and-dropped into the interface, and the smaller yel-
low box shows how block-based coding can prevent syntax errors, as only certain blocks
(e.g., “say” and “text” blocks) can be connected to each other [185].

Day 1

At the start of the first day, we provided participants with a pre-survey (as described in

Section 3.2.2). Next, we led participants through a tutorial, introducing them to Con-

voBlocks and key conversational AI vocabulary, like “intents” and “training”. The agent

developed in this tutorial could respond with basic information about carbon footprints

when asked. Throughout the day, students could either follow along with the group

tutorials or go ahead and complete extra tutorials.

Next, participants engaged in an ideation session in which they envisioned the future

of conversational agents, including answering prompts about what their ideal agent might

look like, sound like, say, do and discuss. After this session, participants learned to build

another agent. This agent demonstrated the fundamental conversational AI concept of

entity extraction (as described in Chapter 4), enabling the agent to compute participants’

carbon footprint based on the information they gave about their commuting habits.

Towards the end of the programming activities, we demonstrated a working version

of the agent from the final tutorial. Only students who had gone ahead were able to
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complete this tutorial in the allotted time. This agent engaged users in back-and-forth

conversations, collected information about users’ monthly habits, and ultimately com-

puted their overall yearly carbon footprints. We encouraged students to try developing

this agent on their own and expand its functionalities. The first day concluded with

participants filling out a mid-survey, where they revisited their choices and responses in

the pre-survey, assessing whether their opinion had changed.

Day 2

The second day involved three rounds of societal impact activities. First, participants

formed teams of approximately three children and their parents. In the first round,

we gave a presentation about sustainability and human mindsets. Afterwards, teams dis-

cussed the presentation and how it related to conversational agents and human identities.

They then identified mindset changes people could make to foster earth’s sustainability.

In the second round, we gave a presentation on the current condition of the planet

(e.g., air pollution, coral reef destruction, energy use). Teams reconvened to discuss

their ideas for the three most important environmental and technological changes people

could make to foster earth’s sustainability. Students and parents shared the knowledge

they gained from their experience with conversational AI and discussed how AI could

help with the issues presented. Finally, each team presented their ideas to the group.

Throughout the activities, participants could develop conversational agents which could

either help address the challenges presented, or help them present their ideas. Afterwards,

students completed a final post-survey, reflecting on how their opinions about themselves,

conversational agents, and their partner models may have changed.

3.2.2 Data Collection

We collected all data for the analysis during the two, two-day workshops. One of the

workshops had participants from WEIRD countries and the other had participants from

non-WEIRD countries. We collected the data through ideation sessions using a white-

board sharing website called Miro [110] and through surveys. Figure 3-9 shows a portion

of an ideation board, where participants outlined their vision for the future of conversa-

tional agents, answering prompts about conversational agents’ voice, look and function-

ality. The surveys and boards can be found in full in Appendix B and C. The workshops
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involved three different surveys: a pre-survey, mid-survey and post-survey. These surveys

collected information about participants’ demographics; trust of conversational agents;

partner models along the different dimensions discussed in Section 3.0.2; and self-efficacy

and identities as programmers. The surveys included multiple-choice, 5-point Likert scale

and long-answer questions. We told the participants not to look conversational agents

up online or discuss with others while completing the surveys.

Figure 3-9: A portion of the virtual ideation whiteboards. In this portion, participants
from non-WEIRD countries described what their ideal conversational agents would be
able to do.

3.2.3 Data Analysis

This section describes how three undergraduate student researchers, Kelleher, Nguyen

and Tian, and I completed the quantitative and qualitative analyses.

Quantitative Analysis

The quantitative results from our analysis were found using statistical tests corresponding

to the distributions of the data and whether the data were from the same sample of
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participants (e.g., pre- vs. post-test) or from independent samples of participants (e.g.,

children vs. parents). The tests and corresponding statistic symbols are outlined in

Table 3.3. Note tests with the same samples of participants are indicated with “pre/mid”,

“pre/post” or “mid/post” (depending on which surveys were compared) in the text. The

pre-survey was completed by participants before the entire workshop, the mid-survey was

completed after the programming activity and before the societal impact activity, and

the post-survey was completed after the entire workshops. Figures in this section display

stars ( * ) to denote significant differences, which correspond to the p-values shown in

Table 3.4.

Table 3.3: A list of different statistical tests used in different situations (e.g., with data
from the same sample of participants or independent samples, or data from a normal
distribution or not), with their corresponding statistic symbols.

Independent Normal Statistic symbol

Independent t-test ✓ ✓ t(df)

Mann-Whitney U test ✓ U(df)

Paired t-test ✓ t(df)

Wilcoxon signed-rank test W(df)

Qualitative Analysis

To identify common characteristics participants desired in conversational agents (as shown

in Tables 3.13, 3.14, and 3.15) and themes in long-answer questions (as shown in Table

3.19), three researchers conducted a coding reliability approach to thematic analysis

[30]. The researchers performed this analysis using the qualitative data from the work-

shop surveys completed by the participants (as shown in Appendix B). All of the data

were aggregated into one document and partitioned into three sections. Each researcher

Table 3.4: Symbols in figures and their corresponding p-values.

Significance Symbol

𝑝 ≤ .05 *

𝑝 ≤ .01 **

𝑝 ≤ .001 ***
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analyzed one section, developing initial ideas for themes. Afterwards, the researchers

reconvened to decide on (1) the overarching set of themes for all sections; (2) the set of

guidelines and definitions for each theme; and (3) the set of guidelines for highlighting

the text.

The researchers completed three rounds of coding so that the Krippendorff’s Alpha

between all researchers was 𝛼 ≥ .800 [16]. For the first round, each researcher coded

two out of three sections of the aggregated data (thus, each section was coded by two

researchers). The researchers reconvened to compare differences, and the set of defini-

tions and guidelines were updated for coding agreement purposes. For the second round,

researchers re-coded their sections based on the updated definitions and guidelines. This

occurred twice, until Krippendorff’s Alpha was calculated to be 𝛼 ≥ .800 between each

researcher. The tagged data were then aggregated by union between researchers, and or-

ganized with respect to the following categories: WEIRD, non-WEIRD, child and parent.

3.3 Participants

To recruit participants, we sent out interest forms to K-12 education email lists. To be a

participant, the only requirements were to have an internet-connected computer and the

ability to test Android apps and Alexa-based agents, which could be simulated on the

computer, Alexa App or any Alexa device. There were 99 pairs of children and parents

from eight different countries who filled out interest forms. In terms of pairs, the top

three countries included Indonesia (35 pairs), the US (35 pairs) and the UAE (10 pairs).

Overall, there were 47 pairs from WEIRD countries and 60 from non-WEIRD.

Forty-five pairs out of the 99 fully completed the consent and assent forms, allowing

them to be a part of the study. Twenty-four of the pairs were from non-WEIRD countries

and 21 of them were from WEIRD countries. Within the pairs, there were 45 children

and 41 parents (as some parents had multiple children attending) eligible to be a part of

the study.

In total, there were 49 participants who completed at least one of the three surveys.

Forty-six participants completed the pre-survey, 40 completed the mid-survey, and 35

completed the post-survey. Figure 3-10 shows the countries where participants who com-

pleted the pre-survey lived. The children ranged from age 11 to 18. There were few
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significant differences between those from non-WEIRD and WEIRD countries in terms

of demographics questions, as shown by Figure 3-11. The one main difference was how

more participants from WEIRD countries spoke English as their first language.

Figure 3-10: Number of participants in the workshop by country. Note that the largest
group of participants in the non-WEIRD category was from Indonesia and the largest
group in the WEIRD category was from the United States.

Figure 3-11: Various statistics about participants from non-WEIRD and WEIRD coun-
tries. The only significant difference found was how there were more participants from
WEIRD countries who spoke English as their first language.
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Table 3.5: Percent of long-answer responses indicating a shift in participants’ perceptions
of agent partner models through the programming activity. The cells in bold indicate the
largest percentages for different subsets.

Subset Changed Did not change Ambiguous

Overall participants 62% 35% 3%

Non-WEIRD 76% 18% 6%

WEIRD 50% 50% 0%

Children 67% 33% 0%

Parents 54% 38% 8%

3.4 Results

The following quantitative and qualitative results were found using the methods in Section

3.2.3 and are discussed in Section 3.5.

3.4.1 All Participants

Partner Model

There were few differences between the pre-, mid- and post-surveys in terms of overall

participants’ partner models. (There were many differences for subsets of the partici-

pants, however, as described in following sections.) One outstanding significant differ-

ence was how overall participants’ feelings towards agents shifted towards more of a friend

(than a co-worker) after going through the workshops (pre/post: x̄=3.58,3.24; t(32)=2.15;

p=.039).

Despite few significant differences in the overall data, 62% of the overall participants

indicated they felt their partner models had changed through the programming activity,

as shown in Table 3.5. Table 3.5 also shows how the majority of participants from all

subsets felt their partner models had changed (except for the subset of those WEIRD

countries, in which there was exactly 50% of participants who felt their partner models

changed).

In participants’ long-answer responses, they most often cited their perceptions of

agents’ competence and reliability as changing in terms of partner models. The third

most-frequently cited aspect was agents’ flexibility. Figure 3-12 shows these results, as
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well as the other components that participants referenced.

Figure 3-12: The frequency participants referenced different components of their partner
models of agents changing through the programming activity (relative to the total number
of partner model related tags). Competence and reliability were referenced most.

Trust

As with overall participants’ partner models, there were few significant differences in

the quantitative data about participants’ trust of agents between the pre-, mid- and

post-surveys. (There were many differences for subsets of the participants, however, as

described in following sections.) For participants overall (and all major subsets too,

including those from WEIRD and non-WEIRD countries, children, and parents) prior to,

during and after the workshops, Google, Alexa and newspapers were generally trusted

significantly more than both parents and friends to report correct information. Figure

3-13 shows this trend for participants overall. The differences between systems (i.e.,

Google, Alexa, the newspaper, parents and children) were typically significant for all

major subsets too, with a few exceptions (e.g., for children after the workshops, there

was not a significant difference between trust of newspapers and parents). Many of

the differences and corresponding significance levels for the major subsets are shown in

Appendix D. In all cases, the means for trust of Google, Alexa and newspapers were

higher than that of parents and friends. Additionally, the means for trust of parents was

always greater than that of friends, although this difference was not always significant

(see the post-survey in Figure D-2). In other words, people tended to trust technology

more than people, and their parents more than friends for correct information.

When asked in a long-answer question why they trusted or distrusted agents to pro-

vide correct information, participants generally provided answers for why they distrusted
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Figure 3-13: The mean responses for participants overall when rating Google, the news-
paper, Alexa, parents and friends on a 5-point scale in terms of trust of information
correctness. Participants tended to trust technology more than people throughout the
workshops.

agents. Table 3.6 shows the results from before the programming activity, and Table

3.7 show the results from after the programming activity. Both tables show how a large

majority of answers from each of the subsets indicated distrust. After the programming

activity, the percent of answers indicating distrust decreased slightly for all subsets.

Figure 3-14 compares participants’ reasoning for their opinions on trust before and

after the programming activity. Both before and after the activity, participants most

often mentioned the source of the agent’s information, including human data, the inter-

net and other sources, as reasons for their opinions on trust. Table 3.19 describes the

various themes we developed from participants’ answers. After the programming activity,

there were fewer ambiguous reasons and more reasoning with respect to how agents are

programmed.

By categorizing participants’ reasons for trust into the four characteristics described by

McKnight and Chervany’s model (competence, benevolence, integrity and predictability

[107]), we found participants’ reasoning leaned towards the aspect of competence for

nearly all subsets on both the pre- and mid-survey. Table 3.8 and 3.9 show this, as well

as how we found no responses indicating participants considered the benevolence aspect

of trust with respect to conversational agents.
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Table 3.6: Percent of long-answer responses indicating participants generally trusted,
distrusted, or were unsure about whether they trusted conversational agents on the pre-
survey. The cells in bold indicate the largest percentages for different subsets.

Subset Trustworthy Not trustworthy Unsure

Overall participants 19% 72% 9%

Non-WEIRD 15% 70% 15%

WEIRD 22% 74% 4%

Children 20% 72% 8%

Parents 17% 72% 11%

Table 3.7: Percent of long-answer responses indicating participants generally trusted,
distrusted, or were unsure about whether they trusted conversational agents on the mid-
survey. The cells in bold indicate the largest percentages for different subsets.

Subset Trustworthy Not trustworthy Unsure

Overall participants 22% 64% 14%

Non-WEIRD 13% 67% 20%

WEIRD 29% 62% 10%

Children 27% 59% 14%

Parents 14% 71% 14%

Table 3.8: Percent of long-answer responses indicating different aspects of McKnight and
Chervany’s trust model when participants discussed their opinions on trust of conversa-
tional agents on the pre-survey. The cells in bold indicate the largest percentages for
different subsets.

Subset Competence Integrity Predictability Benevolence

Overall 39% 25% 36% 0%

Non-WEIRD 36% 29% 36% 0%

WEIRD 41% 23% 36% 0%

Child 34% 30% 36% 0%

Parent 48% 17% 35% 0%
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Figure 3-14: Overall participants’ responses to the question asking about their reasoning
for their opinions on trust of agents in terms of counted tag frequency. Table 3.19 provides
descriptions of each concept. Participants most often mentioned the source of where
agents obtain their data when describing their trust of agents.

Table 3.9: Percent of long-answer responses indicating different aspects of McKnight and
Chervany’s trust model when participants discussed their opinions on trust of conversa-
tional agents on the mid-survey. The cells in bold indicate the largest percentages for
different subsets.

Subset Competence Integrity Predictability Benevolence

Overall 43% 23% 34% 0%

Non-WEIRD 37% 22% 41% 0%

WEIRD 47% 24% 29% 0%

Child 37% 26% 37% 0%

Parent 52% 17% 30% 0%

About a quarter of participants’ long-answer responses indicated they felt their opin-

ions on the trustworthiness of agents changed through the programming activity. Table

3.10 shows the results for the major subsets. As shown in Figure 3-15 participants most

often cited the source of the agents’ information, including human data, the internet and

other sources, as being the reason for their opinion changing. Participants’ responses

in this category (as well as the “Programmed” category) often alluded to how they had

learned about the agents’ source of data or programming. The next most often cited

reason was participants’ personal (or general) learning (e.g., “after learning, it does help

me realize the feature and the potential that these ‘agents’ have.”).

When discussing changes in trust of conversational agents, participants cited pre-

dictability most often with respect to McKnight and Chervany’s trust model. As with
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Table 3.10: Percent of long-answer responses indicating participants felt their opinions
on the trustworthiness of agents changed through the programming activity. The cells in
bold indicate the largest percentages for different subsets.

Subset Changed Did not change Ambiguous

Overall participants 24% 63% 13%

Non-WEIRD 32% 53% 16%

WEIRD 16% 74% 11%

Children 23% 68% 9%

Parents 25% 56% 19%

Figure 3-15: Participants’ responses to the question asking about their reasoning for
any change in opinion on trust of agents in terms of percent tag frequency. Table 3.19
provides descriptions of each concept. Participants most often referenced learning about
the source of agents’ data (e.g., the internet, human data, etc.) as being a reason for
changes in their trust.

discussing their general opinions of trust, we did not find participants discussed benevo-

lence when discussing changes in trust. Table 3.11 shows these results.

Challenging Concepts

We also asked participants which concepts they found most difficult to learn after the

programming activity (as shown on the mid-survey in Appendix B). Table 3.12 shows

the concepts participants could choose from and the corresponding descriptions on the

survey question. Overall, the top three concepts participants found most difficult were:

(1) Training, (2) Terminology and (3) Turn-taking. Figure 3-16 shows all of the concepts

participants chose as most difficult in order from most to least frequent.

In terms of other comments from the participants on what was challenging, partici-

pants mentioned debugging (39%), AI-related challenges (27%), other coding challenges
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Table 3.11: Percent of long-answer responses indicating different aspects of McKnight
and Chervany’s trust model when participants discussed changes in their trust of conver-
sational agents through the programming activity. The cells in bold indicate the largest
percentages for different subsets.

Subset Competence Integrity Predictability Benevolence

Overall 32% 29% 39% 0%

Non-WEIRD 40% 20% 40% 0%

WEIRD 28% 33% 39% 0%

Child 25% 0% 75% 0%

Parent 54% 8% 38% 0%

Table 3.12: Descriptions of concepts from the workshops participants found most chal-
lenging. These descriptions were used in the mid-survey.

Concept Description

Training How agents need to be trained with examples or “utterances”

Intent How you can say different things (an “intent”) to an agent and it still understands

Agent Modu-
larization

How you need to say the name of the Alexa skill (“invocation name”) for it to
understand

Entities How to make Alexa get (or use) specific information, like a number, from the user
(i.e., using “slots”, which are also known as entities)

Events How to make Alexa do or say things (making the “endpoint function”)

Terminology The terminology (e.g., what “invocation name” or “intent” means)

Testing How to type/say something so that Alexa understands (“testing”)

Turn-taking How to get Alexa to ask a follow-up question (the “ask” block)

Other (Participants can enter in their own description of challenges)
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Figure 3-16: Participants’ responses overall to the question asking which concepts were
most difficult to learn in terms of count frequency. Table 3.12 provides descriptions of
each concept. Participants most often referenced Training as being the most challenging
concept.

(15%), and additional uncategorized challenges (19%).

Ideal Agents

In terms of qualitative results, participants described their ideal conversational agents in

the Miro activity (as described in Section 3.2.1) with more task-oriented (75%) than non-

task oriented (or socially-oriented; 25%) language, as shown in Figure 3-17. Example task

and non-task oriented phrases from participants’ responses can be found in Table 3.13. All

subsets of participants analysed (e.g., children, parents, those from WEIRD countries,

etc.) also showed this task-orientation, albeit with different proportions. Participants

also used slightly more human-like (55%) than artificial (45%) descriptions (as shown in

Figure 3-18) for their agents. However, this was not the case for all subsets of participants,

including how children from non-WEIRD countries described their ideal agents with more

artificial descriptions (59%). Example human-like and artificial-related phrases can be

found in Table 3.14.

Overall, the frequency of tags describing ideal agents from most to least frequent were:

basic features, approachable/friendly, personalized, proactive, fun tied with addresses con-

cerns, convenient, culturally intelligent, and familiar or pop-culture related, as shown in

Figure 3-19. The descriptions of these tags can be found in in Table 3.15. The frequency

order for the major subsets of participants (i.e., children, parents, participants from non-
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Table 3.13: Descriptions of the themes, non-task oriented and task-oriented identified in
participants’ responses to questions about their ideal conversational agents.

Tag Definition Example utterances

Non-task
oriented

Phrases and features that
are relational or socially-
oriented, and don’t attempt
to achieve a specific goal

“Welcome back.”, “How is your day?”, “Have a conversa-
tion”, “Hey! What is your plan for today?”, “How are you
feeling today”

Task-
oriented

Phrases and features that
have to do with completing
a specific goal

“Connect and bring interactivity to a person’s smart home
(i.e. lights, tvs, fridges, speakers, etc.)”, “Weather local up-
dates”, “How can I assist you today?”, “Check your wellbe-
ings”, “Current events”

Figure 3-17: The number of phrases indicating a preference for either task-oriented or non-
task oriented (i.e., socially-oriented) agents normalized and grouped by various subsets of
the participants. The data was from participants’ descriptions of their “ideal” agents. The
orange line indicates the task-orientation from all participants’ comments. All subsets
had a preference for task-oriented agents; however, those from non-WEIRD countries and
children had relatively higher preferences for socially oriented agents.

WEIRD countries and participants from WEIRD countries) was similar to this overall

order. Any major differences are described in the respective sections.

Self-Efficacy and Identity

There were many significant differences in overall participants’ self-efficacy and identi-

ties as programmers throughout the workshops. For example, participants’ confidence

in terms of feeling like a programmer significantly increased after the programming ac-
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Table 3.14: Descriptions of the themes, human-like and artificial, which were identified
in participants’ responses to questions about their ideal conversational agents.

Tag Definition Example utterances

Human-
like

Looks or sounds human, or
has human-like emotions

“I think they should have a better voice with more emotion
on it”, “expressive”, “not feels like robots”, “The voice with
emotion”

Artificial Looks or sounds un-human,
artificial or robotic

“Like a robot, but not human like otherwise it would be
a bit creepy.”, “not human like”, “Alien”, “Probably just a
program.”

Figure 3-18: The number of phrases indicating a preference for either human-like or
artificial (e.g., robotic) agents normalized and grouped by various subsets of the partici-
pants. The data was from participants’ descriptions of their “ideal” agents. The orange
line indicates the human-likeness preference from all participants’ comments. Generally,
those from non-WEIRD countries and children had a slight preference for artificial (over
human-like) agents. Note that there were few comments about human-likeness or arti-
ficiality from parents from non-WEIRD countries, and from children and parents from
WEIRD countries (as alluded to in Figure 3-25).

tivity, and remained significantly high after the societal impact activity too (pre/mid:

x̄=2.79,3.21; t(38)=-4.02; p=2.66× 10−4; pre/post: x̄=2.79,3.39; t(32)=-4.94; p=2.35×

10−5). There was a similar result for participants’ confidence in creating their own technol-

ogy projects (pre/mid: x̄=3.21,3.62; t(38)=-3.58; p=.001; pre/post: x̄=3.18,3.76; t(32)=-

3.98; p=3.67× 10−4). Participants’ confidence in terms of being able to make an impact

in their community or the world using technology only significantly increased after the

societal impact activity (mid/post: x̄=3.64,3.94; W(32)=18; p=.039).
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Table 3.15: Descriptions of the main themes identified in participants’ responses to ques-
tions about their ideal conversational agents.

Tag Definition Example utterances

Conve-
nient

Portable, ambient, can be
found many places, or can
do things at a distance, like
sending a car to get gas

“Something easy to bring around so it can easily be re-
located to wherever the user needs it”, “Some sort of an
accessory (most likely glasses)”, “A vast network of smart
speakers and displays, similar to current times”

Personal-
ized

Able to be customized by the
user or automatically per-
sonalized to the user

“Impersonate my voice, and get on the phone with people
I know.”, “It would sing happy Birthday with the persons
name.”, “insert name”

Proactive Will initiate conversation “Hey! What is your plan for today?”, “How can I assist you
today?”, “How is your day?”, “How are you feeling today”

Ap-
proach-
able/
Friendly

Has friendly, warm, ap-
proachable, helpful features,
phrases, or appearances

“makes the user feel comfortable talking to the bot.”, “maybe
positive uplifting notes like ‘you can do it!!!’ ”, “Friendly
reminders”, “cute robot”

Familiar
or pop-
culture
related

References to pop-culture or
familiar concepts “BB8”, “Microsoft paper clip”, “R2D2”, “Stevie Nicks”

Fun Amusing, humorous, enjoy-
able, etc.

“a fancy penguin with a bowtie and a monocle”, “Toonish
3D image on a screen”, “Video game partner”, “jokes”, “It
would sing happy Birthday”

Cul-
turally
intelligent

Can adapt to different cul-
tures/languages/accents, or
knows how to be respectful/
considerate

“say local words without an accent”, “Add persian lan-
guage”, “Polite responses”, “Many more languages than main
languages”

Addresses
concerns

Features/phrases/ideas that
address specific concerns,
like security, mental health
and physical health

“encourage the listener be their best self and be emotionally
and mentally stable”, “Don’t give it too much intelligence
otherwise it’ll summon something unholy”, “covid-19 up-
dates”

Basic fea-
tures

Common functions or ap-
pearances that current con-
versational agents already
have or look like

“updates on news”, “fun facts”, “Stock market analysis”, “re-
minders”, “A vast network of smart speakers and displays,
similar to current times”
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Figure 3-19: Bar chart showing the frequency of phrases coded with particular tags. The
data tagged was from overall participants’ descriptions of their “ideal” agents. To obtain
the relative tag frequency, the raw count of each tag was normalized over the total number
of tags. Table 3.15 shows the definitions of each tag. Overall, participants mentioned
agents having basic features, like being able to set reminders or provide news updates,
most often. They also frequently mentioned agents having a friendly personality and
being personalized.

3.4.2 Participants from WEIRD vs. Non-WEIRD Countries

Demographics and Tutorial Completion

Twenty-one participants from non-WEIRD countries and 25 from WEIRD countries filled

out the pre-survey. There was no significant difference in the number of tutorials partic-

ipants from non-WEIRD vs. WEIRD countries completed.

Notable Similarities. There was no significant difference between the amount of prior

programming experience those from WEIRD vs. non-WEIRD countries had, or the

number of tutorials they completed by the end of the workshops. There was also no

significant difference in whether or not they had prior experience with a conversational

agent or prior experience learning about AI.

Notable Differences. Participants from non-WEIRD countries had experienced fewer

types of conversational agents than those from WEIRD countries (x̄=1.05,2.20; U(44)=-

4; p=7.52 × 10−5) and specifically also had less prior experience with Amazon Alexa

(x̄=0.64,0.00; U(44); p=3.79× 10−6). (This is despite the fact that there was no signifi-

cant difference between whether participants had experienced any type of conversational

agent.)

Unsurprisingly, participants from non-WEIRD countries spoke English less as their
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first language than those from WEIRD countries (x̄=0.33,0.84; U(44)=129.5; p=2.74 ×

10−4), and spoke to conversational agents in their first language less (x̄=0.71,0.92; U(44)=208.5;

p=.036).

Parents from non-WEIRD countries had less experience learning about AI than par-

ents from WEIRD countries (x̄=0.13,0.63; U(19)=26.5; p=.017). They were also younger

than parents from WEIRD countries (x̄=44.25,48.25; U(17)=21; p=.031).

Partner Model

Participants from WEIRD countries thought Alexa was less competent after the program-

ming activity than before (pre/mid: x̄=2.43,2.95; t(20)=-2.33; p=.030). This resulted in

a significant difference between how participants from WEIRD and non-WEIRD countries

felt about Alexa’s competence after the programming activity (x̄=3.00,2.11; U(38)=106.5;

p=.004), as shown in Figure 3-20. After the entire workshops, children from non-WEIRD

countries thought Alexa seemed more competent than before (pre/post: x̄=3.20,2.30;

W(9)=0; p=.0067).

Figure 3-20: Distribution of responses from participants from non-WEIRD and WEIRD
countries when asked to rate Alexa’s competence. These results are from 5-point Likert
scale question given after the programming activity.

After the programming activity, participants from WEIRD countries also thought

Alexa was more of a peer than an authority figure than what participants from non-

WEIRD thought (x̄=3.64,3.00; U(38)=134; p=.036), as shown in Figure 3-21. At this

point, those from WEIRD countries also thought Alexa was less dependable than what

those from non-WEIRD countries thought (x̄=3.23,3.78; U(38)=122.5; p=.014), as shown

in Figure 3-22. This may have been due to how participants from non-WEIRD countries’

perspectives shifted through the programming activity, as they thought Alexa seemed
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more dependable afterwards than before (pre/mid: x̄=3.39,3.78; W(17)=0; p=.020). Par-

ticipants from non-WEIRD countries’ perspectives also shifted in terms of flexibility, as

they thought Alexa seemed more flexible afterwards than before (pre/mid: x̄=2.89,3.33;

W(17)=4.5; p=.021).

Figure 3-21: Distribution of responses from participants from non-WEIRD and WEIRD
countries when asked to rate Alexa’s authority. These results are from 5-point Likert
scale question given after the programming activity.

Figure 3-22: Distribution of responses from participants from non-WEIRD and WEIRD
countries when asked to rate Alexa’s dependability. These results are from 5-point Likert
scale question given after the programming activity.

More specifically, children from WEIRD countries thought Alexa (or agents they had

interacted with) seemed more flexible than children from non-WEIRD countries did prior

to the workshops (x̄=3.50,2.77; U(25)=55; p=.037).

Figure 3-23 shows different aspects of partner models, which participants from non-

WEIRD and WEIRD countries referenced when describing how they felt their percep-

tions of agents changed through the workshops. Participants from non-WEIRD countries

referenced agents’ dependability and interactivity more than those from WEIRD coun-

tries did; whereas participants from WEIRD countries referenced agents’ flexibility and

human-likeness more than those from non-WEIRD countries did.
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Figure 3-23: The frequency participants from non-WEIRD and WEIRD countries ref-
erenced different components of their partner models of agents changing through the
programming activity (relative to the number of partner model related tags per subset).

Self-Efficacy and Identity

There were no significant differences found in terms of identifying as a programmer and

participants’ self-efficacy from WEIRD vs. non-WEIRD countries overall. However, dif-

ferences were found for just children. Although prior to the workshops, there was no

significant difference between whether children from WEIRD vs. non-WEIRD countries

felt confident they could make an impact in their community or the world using tech-

nology, after the programming activity (x̄=4.08,3.45; U(22)=43; p=.045) and the entire

workshops (x̄=4.45,3.50; U(19)=22; p=.0078), children from WEIRD countries felt more

confident in this respect.

Trust

Participants from WEIRD countries’ feelings of trust changed through the workshops.

They trusted Alexa (pre/post: x̄=4.00,3.75; W(15)=0; p=.046), their parents (pre/post:

x̄=3.50,3.25; W(15)=0; p=.046) and their friends (pre/post: x̄=3.19,2.90; W(20)=0;

p=.034) less to give correct information after the workshops than before. This was

unlike the feelings of those from non-WEIRD countries, where there were no significant

differences between pre- and post-survey trust results. Figure 3-24 shows participants

from non-WEIRD and WEIRD countries’ reasoning for their change in trust. Those

from WEIRD countries most often mentioned where agents obtained their data from (e.g.,

from the internet) when describing any change in trust; whereas those from non-WEIRD

86



countries most often mentioned generally learning something from the workshops.

After the programming activity, participants from WEIRD countries thought agents

would report correct information less than participants from non-WEIRD countries (x̄=2.82,2.33;

U(38)=123; p=.011). More specifically, children from non-WEIRD countries thought

agents were more trustworthy after the programming activity (pre/mid: x̄=3.27,3.64;

W(10)=0; p=.046).

Figure 3-24: Participants from non-WEIRD and WEIRD countries’ responses to the
question asking about their reasoning for any change in opinion on trust of agents in
terms of percent tag frequency. Table 3.19 provides descriptions of each concept.

Another difference includes how in the pre-survey, children from WEIRD countries

trusted newspapers to report correct information more than children from non-WEIRD

countries (x̄=4.29,3.62; U(25)=54; p=.022).

Ideal Agents

As shown in Figure 3-17, when commenting on their ideal conversational agents, partic-

ipants from WEIRD countries had relatively more task-orientation (80%) than partic-

ipants from non-WEIRD countries (70%). As shown in Figure 3-25, participants from

non-WEIRD countries commented more often (65%) than those from WEIRD countries

(35%) on artificiality and human-likeness of conversational agents. Participants from

non-WEIRD countries commented relatively more on how conversational agents should

be artificial (55%) than those from WEIRD countries (27%) (as shown in Figure 3-18).

As shown in Figure 3-26, people from WEIRD countries tended to focus more on basic

(already common conversational agent) features and pop-culture or familiar features than

those from non-WEIRD countries, whereas people from non-WEIRD countries tended to

87



Figure 3-25: The number of comments on agent artificiality and human-likeness normal-
ized and grouped by subsets of the participants. Children and those from non-WEIRD
countries tended to comment on artificiality and human-likeness more than their coun-
terparts.

focus more on proactivity, cultural intelligence and addressing concerns than those from

WEIRD countries.

Figure 3-26: Bar charts comparing the frequency of phrases coded with particular tags
from responses from those from non-WEIRD and WEIRD countries. The data tagged
was from participants’ descriptions of their “ideal” agents. To obtain the relative tag
frequency, the raw count of each tag was normalized over the total number of tags from
that particular subset (e.g., the number of Fun tags from data from those from non-
WEIRD countries was normalized over the total number of tags from data from those
from non-WEIRD countries). Table 3.15 shows the definitions of each tag.

This figure compared to Figure 3-19 also shows how the order of tags from highest
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to lowest frequency for participants from WEIRD and non-WEIRD countries was similar

to the overall frequency order. The main differences in the non-WEIRD frequency order

included: (1) the tag order of addresses concerns and proactive being swapped, with

addresses concerns being slightly more common than proactive, and (2) the tag order

of culturally intelligent and convenient being swapped, with culturally intelligent being

slightly more common than convenient. The main differences in the WEIRD frequency

order included: (1) familiar or pop-culture related shifting to fourth most frequent (from

last), (2) proactive shifting one place less frequent, (3) addresses concerns shifting two

places less frequent, and (4) culturally intelligent shifting one place less frequent.

Challenging Concepts

There were differences in terms of which concepts participants from non-WEIRD and

WEIRD countries felt were most difficult to learn. Figure 3-27 shows these differences.

For example, those from non-WEIRD countries more often cited Training and Events

as difficult concepts than those from WEIRD countries; whereas those from WEIRD

countries more often cited Testing and Turn-taking, and more often described other

concepts. Otherwise, the relative frequencies were quite similar.

Figure 3-27: Participants from WEIRD vs. non-WEIRD countries’ responses to the
question asking which concepts were most difficult to learn. The graph shows this in
terms of relative frequency. Table 3.12 provides descriptions of each concept.
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3.4.3 Parents vs. Children

Demographics and Tutorial Completion

Of those who completed the pre-survey, there were 19 parents (including one who was

also a grandparent) and 27 children.

Notable Similarities. There was no significant difference between the amount of prior

experience learning about AI for children and parents from WEIRD countries, although

children from non-WEIRD countries had more prior experience learning about AI than

parents from non-WEIRD countries (as described below).

Notable Differences. Children had more prior experience programming than parents

(x̄=1.59,0.79; U(44)=144.5; p=.0026). Children from non-WEIRD countries had more

prior experience learning about AI (x̄=0.62,0.13; U(19)=27; p=.017) than parents from

non-WEIRD countries (although this was not so for those from WEIRD countries). Chil-

dren from WEIRD countries completed significantly more tutorials than parents from

WEIRD countries (x̄=2.14,1.14; U(16)=18.5; p=.0.025).

Partner Model

Before (x̄=2.74,2.11; U(44)=167; p=.018) and after (x̄=2.79,2.13; U(38)=112; p=.0093)

the programming activity, children thought Alexa was more human-like than parents

did. They also thought Alexa was warmer than their parents did before (x̄=2.70,3.37;

U(44)=170.5; p=.021), during (x̄=2.96,3.56; U(38)=129.5; p=.034) and after (x̄=2.62,3.50;

U(33)=81.5; p=.011) the workshops. After the programming activity, they thought Alexa

was more dependable than their parents did (x̄=3.82,3.14; U(16)=21; p=.039).

Figure 3-28 shows different aspects of partner models, which children and parents

referenced when describing how they felt their perceptions of agents changed through the

workshops. Children referenced agents’ competence, dependability and flexibility more

than parents did; whereas parents referenced agents’ human-likeness, interactivity and

authority more than children did.
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Figure 3-28: The frequency children and parents referenced different components of their
partner models of agents changing through the programming activity (relative to the
number of partner model related tags per subset).

Self-Efficacy and Identity

Children saw themselves more as programmers than parents prior to the workshops

(x̄=3.56,1.89; U(44)=88; p=5.98 × 10−5), during (x̄=3.83,2.31; U(38)=71.5; p=3.32 ×

10−4), and after (x̄=4.00,2.43; U(33)=38.5; p=8.35 × 10−5). This aligns with how chil-

dren had more prior programming experience, as mentioned in Section 3.4.3. They also

were more confident they could design and create their own technology project than par-

ents prior to the workshops (x̄=3.59,2.63; U(44)=145.5; p=.0057), during (x̄=3.96,3.19;

U(38)=126.5; p=.030), and after (x̄=4.05,3.21; U(33)=85.5; p=.014). After the work-

shops, children from WEIRD countries were more confident they could make an impact

in their community or the world using technology than parents from WEIRD countries

(x̄=4.45,3.57; U(16)=16; p=.017). This was not the case for children vs. parents from

non-WEIRD countries.

Children felt more confident they could make an impact in their community or in the

world using technology after the the entire workshop than before (pre/post: x̄=3.50,4.00;

W(19)=0; p=.014). This was not the case for parents; although it was the case for

participants overall, as mentioned in Section 3.4.1.

Trust

As shown in Figure 3-29, after the programming activity, children thought Alexa was more

correct than parents did (x̄=4.04,3.63; U(38)=127.5; p=.023). Children also thought
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agents would report correct information more after the societal impact activity than

before (mid/post: x̄=2.60,2.35; t(19)=2.52; p=.021).

Figure 3-29: Distribution of responses from children and parents when asked to rate their
trust of Alexa’s correctness. These results are from 5-point Likert scale question given
after the programming activity.

Figure 3-30 shows children and parents’ reasoning for their change in trust. The

reasoning frequencies are similar; however, children mentioned the general nature of the

agent more than parents did, and parents mentioned how agents are programmed more

than children did. Table 3.19 describes participants’ reasoning in more detail.

Figure 3-30: Children and parents’ responses to the question asking about their reasoning
for any change in opinion on trust of agents in terms of percent tag frequency. Table 3.19
provides descriptions of each concept.

Ideal Agents

As shown in Figure 3-17, when commenting on their ideal conversational agents, par-

ents had relatively more task-orientation (82%) than children (71%). As shown in Fig-

ure 3-25, children commented more (68%) than parents (32%) about artificiality and

human-likeness of conversational agents. Children commented relatively more on how
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conversational agents should be artificial (52%) than parents (30%) (as shown in Figure

3-18).

As shown in Figure 3-31, parents tended to focus more on personalized features and

pop-culture or familiar features than children, whereas children tended to focus more on

fun features, approachable/friendly features, and addressing concerns than parents.

Figure 3-31: Bar charts comparing the frequency of phrases coded with particular tags
from children’s and parents’ responses. The data tagged was from participants’ descrip-
tions of their “ideal” agents. To obtain the relative tag frequency, the raw count of each
tag was normalized over the total number of tags from that particular subset (e.g., the
number of proactive tags from children’s data was normalized over the total number of
tags from children’s data). Table 3.15 shows the definitions of each tag.

As shown in Figure 3-31 compared to Figure 3-19, the order of tags from highest

to lowest frequency for children and parents was similar to the overall frequency order.

The main differences in the children’s frequency order included: (1) addresses concerns

shifting one place more frequent, and (2) proactive shifting two places less frequent. The

main differences in the parent’s frequency order included: (1) addresses concerns shifting

four places less frequent (to last place), (2) familiar or pop-culture related shifting four

places more frequent (from last), (3) personalized and approachable/friendly swapping

places, with personalized being more common, and (4) convenient and fun swapping

places, with convenient being slightly more common.

Challenging Concepts

There were differences in terms of which concepts children and parents felt were most

difficult to learn. Figure 3-32 shows these differences. For example, children more of-
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ten cited Training and Testing as difficult concepts than parents did; whereas parents

more often cited Terminology and Agent Modularization, and more often described other

concepts. Otherwise, the relative frequencies were quite similar.

Figure 3-32: Children and parents’ responses to the question asking which concepts were
most difficult to learn. The graph shows this in terms of relative frequency. Table 3.12
provides descriptions of each concept.

3.4.4 Participants of Different Gender Identities

Demographics and Tutorial Completion

Of the participants who filled out the pre-survey, 20 identified as female, 25 identified

as male, and 1 identified as non-binary. Due to an insufficient number of non-binary

participants, there is no analysis of this subset of participants. There were no significant

differences found between the number of tutorials completed by females vs. males.

Partner Model

Male participants’ opinion of Alexa’s interactivity (pre/post: x̄=2.84,3.42; W(18)=6;

p=.024) and companionship (pre/post: x̄=3.74,3.26; W(18)=8; p=.039) changed through

the workshops, as they felt Alexa was more “start-stop” (less interactive) and more like

a friend (less like a co-worker) after the workshops than they did before. There were

no significant differences in female participants’ opinions overall in terms of the partner

model through the workshops.
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Before the workshops, females from WEIRD countries thought Alexa was more of a

friend than a coworker (x̄=3.38,4.27; U(22)=33; p=.011) and less dependable (x̄=2.92,3.55;

U(22)=44.5; p=.049) than male participants did. Before the workshops, females from

non-WEIRD countries thought Alexa was more dependable (x̄=3.86,2.93; U(19)=23;

p=.021) and more competent (x̄=1.71,2.93; U(19)=12; p=.002) than male participants

from non-WEIRD countries did.

Self-Efficacy and Identity

Female participants saw themselves less as programmers than male participants did before

(x̄=2.40,3.16; U(43)=174.5; p=.039) and after (x̄=3.74,2.77; U(30)=69.5; p=.017) the

workshops. However, there was no significant difference directly after the programming

activity.

Trust

For those from WEIRD countries, prior to the workshops, female participants thought

Alexa reported less correct information than male participants did (x̄=3.69,4.18; U(22)=42.5;

p=.031) and thought their friends reported more correct information than male partici-

pants did (x̄=3.31,2.91; U(22)=47; p=.041). These differences were not found for males

vs. females from non-WEIRD countries. Figure 3-33 shows the distribution of the results

in terms of trust of Alexa’s correctness.

Figure 3-33: Distribution of responses from female and male participants from WEIRD
countries when asked to rate their trust of Alexa’s correctness. These results are from
5-point Likert scale question given before the programming activity.
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Challenging Concepts

There were differences in terms of which concepts female and male participants felt were

most difficult to learn. Figure 3-34 shows these differences. For example, females more

often cited Terminology, Testing and Agent Modularization as difficult concepts than

males did; whereas males more often cited Training and more often described other

concepts. Otherwise, the relative frequencies were quite similar.

Figure 3-34: Female and male participants’ responses to the question asking which con-
cepts were most difficult to learn. The graph shows this in terms of relative frequency.
Table 3.12 provides descriptions of each concept.

3.4.5 Participants with Different Levels of Prior Programming

Experience

Demographics and Tutorial Completion

In the pre-survey, 14 participants reported they had no prior programming experience,

6 reported they only had only visual (or block-based) programming experience, and 26

reported they had text-based programming experience. (Note that those who had text-

based experience may have also had visual programming experience.) There were no

significant differences found in the number of tutorials completed depending on the level

of prior programming experience participants had.
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Partner Model

Prior to the workshops, those who had text-based programming experience thought Alexa

was less competent (x̄=2.73,2.07; W(16)=0; p=.038) than those who had no programming

experience.

Self-Efficacy and Identity

Unsurprisingly, prior to (x̄=3.54,1.86; U(38)=62; p=2.50 × 10−4), during (x̄=3.86,2.25;

U(31)=46; p=.0011), and after (x̄=3.84,2.50; U(25)=30; p=.0065) the workshops, those

who had text-based programming experience saw themselves more as programmers than

those who had no experience initially. Prior to the workshops, those who had text-based

programming experience also saw themselves more as programmers than those who had

only visual programming experience (x̄=3.54,2.33; U(30)=37; p=.022). This difference

was still significant after the programming activity, albeit the difference between means

was smaller (x̄=3.86,2.83; U(25)=25.5; p=.012). After the entire workshops, however,

there was no significant difference between how participants with text-based vs. visual

programming experience felt as programmers.

3.4.6 Participants with Different Prior Experience Learning about

AI

Demographics and Tutorial Completion

On the pre-survey, 21 participants reported having no prior experience learning about AI,

whereas 25 reported they had. There were no significant differences found in the number

of tutorials completed depending on whether participants had previously learned about

AI or not.

Partner Model

Prior to the workshops, those who had learned about AI previously thought Alexa

was more human-like (x̄=2.05,2.84; U(44)=-2.87; p=.0063). Participants who had not

learned AI before thought Alexa was more dependable after the programming experience

(pre/mid: x̄=3.47,3.88; W(16)=0; p=.020).
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Self-Efficacy and Identity

Those who had learned about AI previously saw themselves more as programmers than

those who had not prior to (x̄=2.29,3.36; U(44)=-2.73; p=.0092), during (x̄=2.82,3.50;

U(37)=129; p=.047) and after (x̄=3.83,2.87; U(31)=69; p=.0073) the workshops. They

were also more confident they could design and create their own technology project than

those who did not have prior AI experience prior to (x̄=2.71,3.60; U(44)=-2.51; p=.016),

during (x̄=3.12,4.00; U(37)=92.5; p=.0026), and after (x̄=4.28,3.13; U(31)=44.5; p=2.7×

10−4) the workshops. They were also more confident they could make an impact in their

community or the world using technology than those who did not have prior AI experience

prior to (x̄=3.29,4.00; U(44)=-2.52; p=.015), during (x̄=3.18,4.18; U(37)=86.5; p=.0015),

and after (x̄=4.22,3.60; U(31)=80; p=.018) the workshops.

Trust

As shown in Figure 3-35 and 3-36, those who had never learned about AI before thought

agents seemed to report correct information more after the programming activity than

before (pre/mid: x̄=2.88,2.47; W(16)=0; p=.038). No significant difference was found

for those who had learned about AI before.

Figure 3-35: Mean responses from participants with no prior experience and prior ex-
perience learning about AI when asked to rate their trust of Alexa’s correctness. These
results are from 5-point Likert scale question given before and after the programming
activity.

Prior to (x̄=3.67,3.00; U(19)=25.5; p=.012) and after (x̄=3.80,3.25; U(16)=21; p=.032)
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Figure 3-36: Distribution of responses from participants with no prior experience learning
about AI when asked to rate their trust of Alexa’s correctness. These results are from
5-point Likert scale question given before and after the programming activity.

the programming activity, participants from non-WEIRD countries who had not learned

about AI trusted agents more than those from non-WEIRD countries who had learned

about AI. After the societal impact activity, there was no significant difference.

3.4.7 Participants with Different Experiences with Conversational

Agents

Demographics and Tutorial Completion

In the pre-survey, 24 participants reported having used more than one type of conversa-

tional agent, 16 reported having used only a single type of agent, and 6 reported having

never used a conversational agent before. Thirty-eight participants reported typically

using conversational agents in their first language and 8 reported typically using them in

another language.

There were no significant differences found in the number of tutorials completed de-

pending on whether participants had used more than one type of agent or only a single

agent, or on whether participants typically used agents in their first language or not.

Partner Model

Prior to the workshops, those who had experience with more than one agent thought

Alexa was more human-like (x̄=2.13,2.83; U(38)=120; p=.018) and flexible (x̄=2.56,3.25;

U(38)=126.5; p=.031) than those who had only experienced a single agent.

Those who used conversational agents in their first language thought Alexa was more

human-like prior to (x̄=2.61,1.88; U(44)=87.5; p=.025), during (x̄=2.66,2.00; U(37)=67;
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p=.042) and after (x̄=2.82,1.80; U(31)=32; p=.025) the workshops than those who used

them in another language. They also thought Alexa was more correct than those who used

it in another language, prior to the workshops (x̄=4.03,3.00; U(44)=52; p=5.50× 10−4).

Self-Efficacy and Identity

Prior to the workshops, those who had experience with more than one agent saw them-

selves more as programmers (x̄=2.19,3.33; U(38)=105; p=.0068), were more confident

they could design and create their own technology project (x̄=2.50,3.67; U(38)=95.5;

p=.0033), and were more confident they could make an impact in their community or

the world using technology (x̄=3.31,4.00; U(38)=121; p=.021) than those who had only

experienced a single agent.

Trust

As shown in Figure 3-37, prior to the workshops, participants who typically used con-

versational agents in their first language thought Alexa was more correct (x̄=4.03,3.00;

U(44)=52; p=5.51× 10−4) than those who typically used it in another language. There

was no significant difference, however, after the programming activity, as shown in Figure

3-38.

Figure 3-37: Distribution of responses from participants who typically used agents in
their first language or not when asked to rate their trust of Alexa’s correctness. These
results are from 5-point Likert scale question given before the programming activity.

3.5 Discussion

This study provided insight into how people of various backgrounds (non-WEIRD and

WEIRD, as well as different generations) perceive agents in terms of partner models and
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Figure 3-38: Distribution of responses from participants who typically used agents in
their first language or not when asked to rate their trust of Alexa’s correctness. These
results are from 5-point Likert scale question given after the programming activity.

trust, how they learned about agents, their self-efficacy and identification as programmers,

and how they envision their ideal agents. There were many significant differences through

the workshops when investigating specific subsets of participants. The results led to

design recommendations for agent usability (“DR-U”), agent pedagogy (“DR-P”), and

how to align agent development with users’ ideal future agents (“DR-F”), which are

outlined below and summarized in Table 3.2.

3.5.1 RQ3.0.1: Partner Models and Trust

This section discusses how people of various backgrounds perceive Alexa with respect to

partner models and trust. It also develops design recommendations for conversational

agents (DR-Us) and conversational agent pedagogy (DR-Ps) based on these results.

DR-U1: Inform users about trustworthiness

In general, participants trusted Alexa more than their parents or friends to give correct

information. This may indicate an over-trust of Alexa, depending on the actual cor-

rectness of the device (although we leave this as a question for future research). Since

different agents show varying levels of correctness [101], different agents should be trusted

differently. To foster levels of trust matching agents’ actual trustworthiness, agents can

be designed to indicate their accuracy. For instance, agents may explicitly mention that

their information source might be incorrect, or use diction to indicate uncertainty, like

“might”, “perhaps” or “probably”. One real-world example includes how the Google As-

sistant will often report the source of its information, like how when asking, “Who is the
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best football player in the world?”, it responds with “Here is information from Sporting

News”, or how Alexa explicitly responds with “Sorry, I don’t know that” to the same ques-

tion. Future areas of research along these lines include determining how such phrases and

diction affect users’ partner models and feelings of trust towards agents, and quantifying

appropriate levels of trust for various agents.

In order to better inform users and allow them to develop more accurate understand-

ings of agents, I propose the design recommendation, DR-U1: Inform users about

trustworthiness, as shown in Table 3.16. This may include explicit or implicit phrases

and diction to indicate how confident the agent (or the agent developer) is about the

accuracy or helpfulness of its responses. It also may focus on the aspects of agents’ com-

petence, then predictability and then integrity, as participants referenced these aspects

most often when describing their trust of agents. More specifically, in their descrip-

tions, participants often referenced whether or not agents understood them correctly,

the programming of the agent, and where agents obtained their information; thus, agent

designers may want to be transparent about these areas in their designs.

It is important to note too that many people have inaccurate perceptions of agents

due to the high accuracy of rule-based computer systems versus the potential inaccuracies

or biases of current AI systems. Prior to the proliferation of AI systems (and particularly,

machine and deep learning systems), it was fair to assume that computer systems would

act very systematically and logically. With current AI systems, however, computer system

logic is often obscured by bias [213, 27, 138]. Despite this fact, many participants still

indicated they thought AI systems acted without bias. For instance, in response to a

question about conversational agents providing correct information, many participants

made statements like, “computers are logical beings. They will always say things that are

right”, and “Conversational Agents act very rational and always speak factually, making

them suitable for most situations”.

There are similarities between DR-U1 and two of Murad et al.’s design recommenda-

tions, G1 (Visibility/Feedback of System Status) and A1 (Ensure Transparency/Privacy).

All three recommendations focus on some aspect of informing the user about the agent;

however, the particular information each recommendations emphasizes is unique. G1

focuses on informing users about how agents work such that they can effectively com-

plete their goals, A1 focuses on informing users about data collection and their privacy
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Table 3.16: Conversational agent usability design recommendations with respect to dif-
ferent subsets of participants’ partner models and trust of agents.

Design recommendation
for agent usability Opportunities in practice

DR-U1: Inform users about
trustworthiness

• Develop conversational agents to include explicit or implicit diction
to indicate how confident the agent is about the accuracy of its
responses (e.g., “probably”, “unsure”, “likely not”, etc.)

• Develop conversational agents with the ability to explain them-
selves and provide transparency in terms of their abilities to provide
trustworthy information [193]
• Focus on the competence, then predictability and then integrity
aspects of trust when developing agents; for instance, by informing
end users how the agent obtains its information, what it does with
information given to it and how it is programmed
• Since personification may increase users’ trust of agents, align the
amount of personification of agents with the actual trustworthiness
of the conversational agent [193] (see also, DR-U2)
• For audiences that may particularly find conversational agents
more trustworthy through increased interaction (e.g., children) en-
sure conversational agent development emphasizes trust indicators
throughout interactions
• For audiences that may have more initial distrust of agents (e.g.,
females from WEIRD countries), developers may want to use tech-
niques to encourage trust, such as developing trustworthy personas
(see DR-U2)

DR-U2: Design conversa-
tional agent personas to foster
appropriate partner models

• Design conversational agent personas to foster appropriate rela-
tionship building (e.g., whether that means shifting perceptions from
co-worker to friend or vice-versa) and therefore trust, as described
in [160] (see also, DR-U1)

• Develop diverse, multilingual conversational agent personas that
many people can relate to and understand (see Section 3.5.1 about
similarity and familiarity of conversational agents)
• For an audience from non-WEIRD countries, developers may want
to focus on creating competent personas
• For an adult audience, developers may want to focus on creating
more human-like and warm personas
• For an audience with lack of trust in agents’ correctness, developers
may want to ensure their conversational agents use the audience’s
first language
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when using agents, and DR-U1 focuses on informing users about agents’ accuracy and

trustworthiness.

DR-U1 is also supported by the results from my previous study with ConvoBlocks. In

this study, we found correlations between conversational agents’ friendliness and partici-

pants’ perceived trustworthiness, and described the importance of ensuring users’ feelings

of trust are proportionate to the actual trustworthiness of the device. We also describe

how developing conversational agents with the ability to explain themselves, and fur-

thermore, provide transparency in terms of their limitations, may foster an appropriate

amount of trust [193].

This trust- and relationship-building effect is not only limited to children working with

ConvoBlocks. In this study, we found overall participants’ (including parents’) feelings

shifted towards Alexa being more of a friend than a co-worker through the workshops.

Another study found human-agent relationships can be modeled using Knapp’s staircase

model, which is a model originally developed for human-human relationships [160]. This

presents important implications, since relationship building has been linked to increased

trust [160, 193], and increased trust has been linked to increased misinformation spread

[210, 159]. Thus, it is also important to consider relationship-building in the development

of conversational agents. In this study, we investigate human-agent relationships in terms

of partner models, as discussed in the next section.

It is also important to consider various audiences and their experiences over time when

designing for trust, since different aspects of the workshops affected different subsets of the

participants’ trust differently. For instance, participants from WEIRD countries’ feelings

of trust towards Alexa decreased between pre- and post-surveys, but there was no sig-

nificant differences for participants from non-WEIRD countries in this way. Nonetheless,

for the subset of children from non-WEIRD countries, there was a significant difference.

Children thought agents were more trustworthy after the programming activity, perhaps

because of increased relationship (as described in [160]) or the Dunning-Kruger effect (as

described in [193]). In general, children thought Alexa was more correct than parents did

after the programming activity, and this perception of correctness increased for children

after the societal impact activity. There were also differences in trust for different gen-

ders. For instance, female participants from WEIRD countries tended to distrust agents

more, and trust their friends more than male participants from WEIRD countries did.
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Table 3.16 lists further design implications of these results.

DR-U2: Design conversational agent personas to foster appropriate partner

models

At various times in the workshops, there were significant differences between subsets of

participants’ partner models, or understanding of Alexa as a conversational partner. For

instance, after the programming activity, participants from WEIRD countries felt Alexa

was less competent, less dependable and more of a peer than an authority figure than

those from non-WEIRD countries did. Children felt Alexa was warmer, more human-like,

and more dependable than parents did at various times during the workshops. Those with

text-based programming experience thought Alexa was less competent than those who

had no programming experience prior to the workshops.

Furthermore, subsets of the participants’ perceptions of Alexa changed differently

through the activities. For instance, before and after the programming activity, chil-

dren thought Alexa was more human-like than parents did; however, after the societal

impact activity, there was no significant difference. After the programming activity, chil-

dren thought Alexa was more dependable than their parents did, but not before. Male

participants’ opinion of Alexa’s interactivity and companionship changed through the

workshops; however, there were no significant differences in female participants’ opinions

overall in terms of the partner model through the workshops.

Thus, different activities may change certain people’s perceptions of conversational

agent partner models, but not others’; and certain people may have particular initial per-

ceptions that others do not share. This could have implications for how people of different

backgrounds and ages interact with Alexa. According to Hinds et al., team members or

partners are chosen according to their reputation for being competent, strength of prior

relationship, and perceived similarity [74]. In this context, users may interact with agents

as conversational partners more often if the agents are perceived as competent, friends,

and similar to users. This leads to another recommendation, DR-U2: Design conver-

sational agent personas to foster appropriate partner models, as described in

Table 3.16.

This recommendation could vary greatly depending on the intended agent audience.

For instance, since participants from WEIRD countries felt Alexa was less competent and
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dependable than those from non-WEIRD countries, perhaps agent designs for audiences

in non-WEIRD countries should focus on increasing this perception of competence. Since

those who used agents in their first language thought Alexa was more human-like before,

during and after the workshops than those who used them in another language, and Hinds

et al. note that partners are often chosen based on similarity or familiarity, perhaps agent

designers should focus on developing multilingual and diverse agent personas depending

on their intended audience. Table 3.16 includes design implications, such as these, with

respect to different audiences.

DR-P1: Encourage trust of pedagogical agents (to the extent of their trust-

worthiness) to facilitate learning from them

There are also implications for conversational agent pedagogy when considering the trust-

worthiness of agents. For instance, to facilitate student learning when agents are acting

as teachers or mentors, it is important the student trusts the agent [193, 155, 2, 24].

Thus, I propose the design recommendation, DR-P1: Encourage trust of pedagogi-

cal agents (to the extent of their trustworthiness) to facilitate learning from

them.

Considering the correlations between personification of agents and trust [160, 193], it

may be helpful for agents in teaching roles to be personified, while balancing the potential

for over-trust by considering DR-U1. This trust-building may be encouraged by teachers,

or through increased interactions with the agents. One example supporting this idea is

how participants overall shifted their perceptions of Alexa towards being more of a friend

through interacting more with Alexa and going through the workshops. Such increased

feelings of friendship may also increase feelings of trust long-term [5, 160].

When describing how their trust changed through the programming activity, partic-

ipants most often referenced predictability, then competence and then integrity. They

also emphasized how learning about agents, including learning about how agents are pro-

grammed, agents’ sources of information and how agents understand information given to

them, affected their sense of trust. Thus, in conversational agent educational activities,

educators may want to emphasize these concepts to encourage appropriate levels of trust.

Table 3.17 includes these ideas.
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DR-P2: Engage students in activities that will reinforce the concepts being

taught with respect to their conversational agent partner models

The results from this study regarding partner models also have implications for conver-

sational agent pedagogy, especially since different activities seemed to change different

groups of participants’ perceptions of agents differently. Thus, I propose the design rec-

ommendation, DR-P2: Engage students in activities that will reinforce the con-

cepts being taught with respect to their conversational agent partner models.

For example, to reinforce how conversational agent technology is still in its infancy (and

agents are not highly competent in all tasks), for a WEIRD audience, a programming

activity may be appropriate, but for a non-WEIRD audience, a more direct instruction

approach may be appropriate. To level-set perception of agent competence between those

with and without text-based programming experience, a visual programming tutorial on

agent development may be appropriate. To increase perceptions of agent dependability

for those who have not learned about AI before, a programming activity may be appro-

priate. To increase perceptions of agent human-likeness, using diverse, relatable agents

and agents in the audience’s first language may be appropriate. Table 3.17 outlines these

implications.

Table 3.17: Conversational agent pedagogy design recommendations with respect to different subsets of
participants’ partner models and trust of agents, what they found most difficult, and their self-efficacy
and identification with being a programmer when learning about and creating agents.

Design recommendation for conversa-
tional agent pedagogy Opportunities in practice

DR-P1: Encourage trust of pedagogi-
cal agents (to the extent of their trust-
worthiness) to facilitate learning from
them

• Encourage student trust of pedagogical agents through
enabling students to interact with the agents more often
and in ways that encourage friendship-building
• Encourage student trust of pedagogical agents through
teaching students how agents work
• Use personified or friendly pedagogical agents
• Emphasize the aspects of predictability, then competence
and then integrity when teaching about agents’ trustwor-
thiness; for instance, by teaching about how agents are pro-
grammed, agents’ sources of information and how agents
understand information given to them
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DR-P2: Engage students in activities
that will reinforce the concepts being
taught with respect to their conversa-
tional agent partner models

• To reinforce how agents are not highly competent in all
tasks, for a WEIRD audience, a programming activity may
be appropriate, but for a non-WEIRD audience, a more
direct instruction approach may be appropriate
• To level-set perception of agent competence between those
with and without text-based programming experience, a vi-
sual programming tutorial on agent development may be
appropriate
• To increase perceptions of agent dependability for those
who have not learned about AI before, a programming ac-
tivity may be appropriate
• To increase perceptions of conversational agent human-
likeness, using diverse agents and agents in the audience’s
first language may be appropriate
• To increase children’s feelings of trust of conversational
agents’ correctness, engaging them in programming activi-
ties may be appropriate

DR-P3: Teach visual programming
to empower nearly anyone to program
conversational agents

• Use environments like MIT App Inventor [186], Scratch
[157], or Snap! [83] to simplify programming syntax and
teach complex conversational agent concepts to students
with different prior experience

DR-P4: Emphasize concepts that are
challenging for particular audiences

• Emphasize Training, Turn-taking, Machine learning, So-
cietal impact and ethics, Constrained vs. unconstrained
natural language, and general terminology when teaching
conversational agent curricula
• When teaching children, emphasize Training and Testing
• When teaching parents, emphasize Terminology and
Agent Modularization
• When teaching those from non-WEIRD countries, empha-
size Training and Events
• When teaching those from WEIRD countries, emphasize
Testing and Turn-taking

DR-P5: Include both societal impact
and conversational agent development
activities to facilitate computational
action

• Including societal impact activities can increase audience
members’ confidence in making an impact in their commu-
nity or the world using technology
• Examples of societal impact curricula include the discus-
sion activities in the Zhorai, Convo and ConvoBlocks cur-
ricula [99, 215, 186], and the technology re-design and eth-
ical matrix activities in Payne’s and Ali et al.’s curricula
[6, 138]
• Including programming activities can be especially impor-
tant to encourage children females’ self-efficacy and identi-
ties as programmers

DR-P6: Encourage and provide con-
sistent programming opportunities to
underrepresented minorities

• Providing additional opportunities to children from non-
WEIRD countries may enable them to obtain the same ben-
efits in terms of self-efficacy and identity as programmers as
those from WEIRD countries
• Providing more consistent programming opportunities
may enable females to sustain the benefits they gain in terms
of self-efficacy and identity as programmers from such op-
portunities
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DR-P7: Supplement conversational
agent development activities with ad-
ditional agent engagement, AI learn-
ing and programming activities

• Encouraging activities such as AI learning experiences,
experiences with more types of conversational agents and
programming, in addition to conversational agent curricula
may increase self-efficacy and identification as programmers

In terms of trust, those who had never learned about AI before thought agents seemed

to report more correct information after the programming activity. Thus, for those with

prior knowledge of AI, programming activities might be beneficial in terms of learning

to trust pedagogical agents more. Furthermore, those who used Alexa in their first lan-

guage trusted Alexa to give correct information more than those who used it in another

language prior to the workshops. After the programming and societal impact activities,

however, there were no significant differences. Thus, for those who are not using conversa-

tional agents in their first language, more exposure to agents and programming activities

may contribute to increased trust. These examples illustrate how people of various back-

grounds’ partner models and feelings of trust towards agents might shift, and how DR-P2

may be implemented in practice, as shown in Table 3.17.

3.5.2 RQ3.0.2: Difficulties Learning about Conversational Agents

This section discusses what people of various backgrounds find most difficult when learn-

ing about and creating conversational agents. It also develops design recommendations

for conversational agent pedagogy (DR-Ps) based on these results.

DR-P3: Teach visual programming to empower nearly anyone to program

conversational agents

In terms of the number of tutorials completed, there were no significant differences be-

tween male and female, non-WEIRD and WEIRD, and parents and children. This in-

dicates all the major subsets of participants are equally capable of learning to program

conversational agents with ConvoBlocks, despite potentially having differing levels of prior

programming, conversational agent or AI experience. For example, children had more

prior experience programming than parents, and participants from non-WEIRD countries

had experienced fewer types of agents than those from WEIRD countries. Furthermore,

there were no significant differences in terms of tutorial completion for those with differ-

ent prior levels of programming experience, different amounts of experience learning AI,
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and who had used more than one or a single conversational agent. Thus, I propose the

design recommendation, DR-P3: Teach visual programming to empower nearly

anyone to program conversational agents. This aligns with other research in which

complex concepts and technology development are taught through visual programming,

including app, IoT, and AI development [83, 209, 143]. It is also supported by how there

was no significant difference in terms of programming identity between those who had

prior text-based vs. visual programming experience after the workshops, as discussed in

Section 3.5.3.

DR-P4: Emphasize concepts that are challenging for particular audiences

In general, the top three concepts most referenced as difficult in this study included Train-

ing, Terminology and Turn-taking. Although this trend remained relatively similar for

all major subsets, different subsets of the participants still found different concepts more

challenging than others. For example, children cited Training and Testing more often as

difficult concepts than parents did; whereas parents cited Terminology and Agent Mod-

ularization more often than children did. Participants from non-WEIRD countries cited

Training and Events more often as difficult concepts than those from WEIRD countries

did; whereas participants from WEIRD countries cited Testing and Turn-taking more of-

ten than those from non-WEIRD countries did. In other studies, students found “Machine

learning” and “Societal impact and ethics” [191], and “Constrained vs. unconstrained nat-

ural language” [215] particularly challenging to learn. Educators may want to focus on

particularly challenging concepts for their students; thus, I propose the recommendation,

DR-P4: Emphasize concepts that are challenging for particular audiences.

3.5.3 RQ3.0.3: Self-Efficacy and Identity as Programmers

This section discusses people of various backgrounds’ self-efficacy and identification with

being a programmer before, after and while creating conversational agents. It also devel-

ops recommendations for conversational agent pedagogy (DR-Ps) based on these results.
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DR-P5: Include both societal impact and conversational agent development

activities to facilitate computational action

Overall, participants’ confidence in feeling like programmers and creating their own tech-

nology projects significantly increased through the programming activity as well as the

societal impact activity. Participants’ confidence in terms of being able to make an

impact in their community or the world, however, only significantly increased through

the societal impact activity. As described in Section 1.2.1, this work seeks not only to

empower young people to understand and develop their own conversational agents, but

also to empower them to take computational action—or have authentic impact through

programming—in their communities [176]. These results align with other CS and AI

education studies [176, 177, 95, 134], and strongly support the inclusion of both con-

versational agent development activities and societal impact activities in pedagogy to

foster computational action. Thus, I propose the following pedagogical recommendation,

DR-P5: Include both societal impact and conversational agent development

activities to facilitate computational action.

DR-P6: Encourage and provide consistent programming opportunities to un-

derrepresented minorities

Despite how the activities increased overall participants’ self-efficacy and identification

with being programmers, certain subsets of the participants did not benefit as much as

others. (This is despite being equally capable of creating conversational agents, as dis-

cussed in Section 3.5.2.) For example, children from WEIRD countries felt more confident

they could make an impact in their community or the world after the programming ac-

tivity and societal impact activity than children from non-WEIRD countries. Thus, the

programming and societal impact activities seemingly influenced children from WEIRD

countries more than children from non-WEIRD countries. Before and after the entire

workshops, female participants identified significantly less as programmers than male

participants. However, directly after the programming activity, there was no significant

difference between females’ and males’ self-efficacy and identities as programmers. Fe-

males having lower self-efficacy scores is consistent with other computer science literature

[17, 84], and might mean giving females more opportunities to engage with programming

activities in order to maintain self-efficacy and identity gains. Thus, I propose the peda-
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gogical DR, DR-P6: Encourage and provide consistent programming opportu-

nities to underrepresented minorities, specifically those from non-WEIRD countries

and those of underrepresented genders.

DR-P7: Supplement conversational agent development activities with addi-

tional agent engagement, AI learning and programming activities

Furthermore, those who had more background and experience in related topics gener-

ally had increased self-efficacy and identified more as programmers. For instance, those

who had learned about AI previously identified more as being programmers, being able

to design and create their own technology projects and being able to make impacts in

their communities or the world using technology throughout the experience. Those who

had experience with more than one agent (as opposed to those who had only experi-

enced a single agent) felt the same type of increases as those who had learned AI. Those

who had text-based programming experience saw themselves more as programmers than

those with no prior experience throughout the entire experience. For those with initial

visual programming experience, however, after engaging with the conversational agent

workshops, there was no significant difference in terms of programming identity with

those who had text-based experience. Thus, creating meaningful visual programming

projects and engaging in societal impact curricula may impact those with some visual

programming experience more than those without any. Thus, I propose the design rec-

ommendation, DR-P7: Supplement conversational agent development activities

with additional agent engagement, AI learning and programming activities, as

these opportunities likely have significant impact on people’s identity and self-efficacy as

programmers. Also note, however, how these prior experiences (with additional conversa-

tional agents, with AI learning activities and with programming) may indicate differences

in socioeconomic class, so the experiences themselves may not have caused the benefits

seen in this study. Nonetheless, providing more opportunities for these type of activities

to diverse audiences is key to democratizing technology.

3.5.4 RQ3.0.4: Envisioning Future Conversational Agents

This section discusses how people of various backgrounds envision their ideal conversa-

tional agents. It also develops recommendations for aligning conversational agents with
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people’s ideal future conversational agents (DR-Fs) based on these results.

DR-F1: Design with more task-orientation in general, while considering the

end user audience

All major subsets of participants (i.e., children, parents, participants from non-WEIRD

countries and participants from WEIRD countries) and combinations of these subsets

(e.g., children from WEIRD countries) described their ideal agents with more of a task

orientation rather than a social orientation. Example task and non-task oriented phrases

can be found in Table 3.13. Overall, participants described their ideal agents with 75%

task-oriented and 25% non-task oriented attributes. This may be explained by the influ-

ence of current agents on participants’ responses, since current agents tend to be task-

oriented, rather than truly conversational or social [38]. That being said, participants

also included non-task oriented agent attributes in their responses, like having agents

ask about how users are feeling, asking about users’ days, or telling users the agents’

feelings. There were also different ratios of task vs. non-task orientations depending on

the subset. For instance, children had a non-task orientation of 25%, whereas parents

had a non-task orientation of 18%; and participants from non-WEIRD countries had a

non-task orientation of 30% whereas participants from WEIRD countries had a non-task

orientation of 20%. Thus, I suggest considering developing agents with varying amounts

of task-orientation with respect to the intended users, DR-F1: Design with more

task-orientation in general, while considering the end user audience. This DR

is explored with respect to each of the major subsets of participants in Table 3.18.

DR-F2: Balance personification and artificiality in agent design while consid-

ering the end user audience

Participants also commented on agents’ human-likeness and artificiality, with statements

such as “[My ideal agent would be] like a robot, but not human like otherwise it would be

a bit creepy” and “[My ideal agent] looks or sounds human, or has human-like emotions”,

as shown in Table 3.14. Overall, they described their ideal conversational agents with a

slight preference for human-like agents over artificial ones. This varied greatly between

the major subsets of participants, as shown in Figure 3-18. For instance, children had

a slight preference for artificial agents (52% of comments), whereas parents had a large
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preference for human-like agents (70% of comments). Similarly, those from non-WEIRD

countries had a slight preference for artificial agents (55% of comments), whereas those

from WEIRD countries had a large preference for human-like agents (73% of comments).

Thus, I propose the design recommendation, DR-F2: Balance personification and

artificiality in agent design while considering the end user audience, as shown

in Table 3.18. This aligns with human-robot interaction research around the “uncanny

valley”, which describes how—for humans to have an affinity for a robot—it is undesirable

for a system to be completely human-like or completely artificial [114].

DR-F3: Focus development on useful, common features; user-orientation;

enjoyable interactions; and emotional intelligence, while emphasizing certain

aspects depending on the end user audience

There were nine themes other than task-orientation and human-likeness, which are out-

lined with examples in Table 3.15. Three of the themes indicate participants want future

conversational agents to be user-oriented, including Convenient, Personalized, and Proac-

tive; two indicate a desire for enjoyable interactions, including Approachable/friendly,

Familiar or pop-culture related, and Fun; and three others indicate a desire for emotional

intelligence, including Addresses concerns and Culturally intelligent. The final theme,

Basic features, indicates participants want future agents to include the typical features

current agents have, like the ability to play music or get the weather.

In terms of relative importance to participants overall, Basic features were referenced

most often, with 105 tagged phrases; user-oriented phrases were tagged 80 times; phrases

related to enjoyable interactions were tagged 79 times; and phrases related to emotional

intelligence were tagged 34 times. There were also some notable differences in terms of

relative importance of certain themes between subsets. For instance, in terms of theme

rankings, both parents and those from WEIRD countries emphasized pop-culture ref-

erences while de-emphasizing addressing concerns. This was also true in terms of the

comparisons shown in Figure 3-26. This figure also shows how those from non-WEIRD

countries emphasized cultural intelligence with respect to the results from those from

WEIRD countries, how parents emphasized personalization with respect to the results

from children, and how children emphasized friendliness and approachability with re-

spect to the results from parents. Thus, I propose the design recommendation, DR-F3:
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Focus development on useful, common features; user-orientation; enjoyable

interactions; and emotional intelligence, while emphasizing certain aspects

depending on the end user audience, as described in Table 3.18. This is also sup-

ported by the results from another study with ConvoBlocks, in which students reported

most often using basic, useful features when interacting with Alexa [193].

Table 3.18: Design recommendations for future conversational agents with respect to how different
subsets of participants described their ideal conversational agents.

Design recommendation for the
future of conversational agents Subset-specific information

DR-F1: Design with more
task-orientation in general,
while considering the end user
audience

Children: Relatively more non-task (social) orientation (29%) than
overall participants

Parents: Relatively less non-task (social) orientation (18%) than
overall participants

Non-WEIRD: Relatively more non-task (social) orientation (30%)
than overall participants

WEIRD: Relatively less non-task (social) orientation (20%) than
overall participants

DR-F2: Balance
personification and artificiality
in agent design while
considering the end user
audience

Children: Larger preference for artificial (52%) than overall par-
ticipants

Parents: Larger preference for human-likeness (70%) than overall
participants

Non-WEIRD: Larger preference for artificial (55%) than overall
participants

WEIRD: Larger preference for human-likeness (73%) than overall
participants

DR-F3: Focus development
on useful, common features;
user-orientation; enjoyable
interactions; and emotional
intelligence, while emphasizing
certain aspects depending on
the end user audience

Children: More emphasis on the Addresses concerns and Approach-
able/friendly themes; and less emphasis on the Familiar or pop-
culture and Personalized themes

Parents: More emphasis on the Familiar or pop-culture and Per-
sonalized themes; and less on the Addresses concerns and Approach-
able/friendly themes

Non-WEIRD: More emphasis on the Addresses concerns and Cul-
turally intelligent themes; and less emphasis on the Familiar or pop-
culture and Basic features themes

WEIRD: More emphasis on the Familiar or pop-culture and Basic
features theme; and less on the Addresses concerns and Culturally
intelligent themes
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Table 3.19: Description of the themes in participants’ answers to the questions, “Please explain why you
think conversational agents say things that are right/wrong”, “Do you think you changed your opinion
on whether conversational agents say things that are right/wrong since going through the activities?
[Why?]”, and “Do you think you changed your opinions on any of the above [partner model] questions
since going through the activities? [Why?]”.

C
at

eg
or

y

Tag Definition Example utterances

O
pi

ni
on

ch
an

ge
d

Opinion did
change

Through the activi-
ties, the participant’s
perception of their part-
ner model or trust of
correctness changed

“Yes definitely, the workshop has changed it in many
different all amazing ways”, “I think that my opinion
has changed a little”

Opinion did
not change

Through the activities,
the participant’s per-
ception of their partner
model or trust of correct-
ness of agents did not
change

“No, I have not”, “not much has changed in my opinion”,
“My opinion has not changed”

Ambiguous
It is not clear whether
the participant’s opinion
changed or did not change

“Tried to run Alexa and result in utterances”, “I don’t
trust them very much because I am skeptical of what
they do with our information”, “It is all the ‘man behind
the gun’ ”

T
ru

st
w

or
th

in
es

s

Trustworthy
The agent provides rea-
sonable and accurate in-
formation

“because it can give information almost 100% true”, “I
think they say things that are correct”, “Again a com-
puter is logical the things that they can say are logical
and mostly correct when it regards facts”

Not Trust-
worthy

The agent gives incorrect
or unreliable information

“they can get sources but they don’t know if it’s reliable”,
“Conversational agents sometimes say things wrong as
they collect data from multiple sources, which can often
contradict each other”

Complex

In between trustworthy
and not: agent can be
trustworthy or untrust-
worthy

“Conversational agents often pull information from on-
line sources, which could possibly be correct but could
also be wrong as information from certain sources
changes in both what the information contains and its
accuracy”, “I think it depends on the program itself”

Unsure
No opinion or not enough
information to form an
opinion

“I don’t have much experiences with conversational
agents so i’m not sure myself”, “I have no opinion”
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W
ha

t
ch

an
ge

d
(p

ar
tn

er
m

od
el

)
Machine-
like/ human-
like

Addresses the artificiality
or human-likeness of the
agent

“It does have potential to be more human like.. but there
is still a long way to go”, “The fact that behind alexa
human like voices are just programs by people Alexa
can be trained to do better”

Inflexible/
flexible

Addresses the flexibility of
the agent

“I’ve learned that Alexa can be a bit more flexible than
what I’ve experienced”, “I would think it sort of showed
me in a sense the inflexibility of Alexa”

Unreliable/
dependable

Addresses the dependabil-
ity of the agent

“I am more confident in the reliability of Alexa’s un-
derstanding of questions”, “i Think alexa is a bit more
dependable then when i start this activety”

Interactive/
start-stop

Addresses the interactiv-
ity of the agent

“I did change one of my opinions because I found out that
alexa sometimes isn’t really that start-stop”, “Yes I think
as we progressed I could see ways for more interaction
and personalized connections with the device”

Competent/
incompetent

Addresses the competence
of the agent

“it increased my feelings about its competence”, “Became
more knowledgeable and aware of Alexa competencies”

Authority/
peer

Addresses the authority of
the agent

“Now I think Alexa is more like peer rather than a au-
thority figure”, “Alexa was never an authority figure—if
it was replaced with ‘servant’, I might have put it closer
to the middle”

117



R
ea

so
ni

ng
Agent-
related
reasoning:
Programmed

Programmed by humans,
programmed to know
things, program has
bugs/errors

“The fact that behind alexa human like voices are just
programs by people Alexa can be trained to do better”,
“Because the conversational agents are programmed to
give you correct information”, “they don’t know every-
thing unless they are programmed to know it”

Agent-
related
reasoning:
Experience
with agent

The participant had im-
pactful interactions with
conversational agents

“I think that I’ve learned that Alexa can be a bit more
flexible than what I’ve experienced”, “I would think it
sort of showed me in a sense the inflexibility of Alexa,
as when coding it”

Agent-
related
reasoning:
Nature of
the agent

Agent is factual, agent
generally does not under-
stand, agent has limited
knowledge, etc.

“conversational AI are still new technology that are still
being improved”, “they mispronounce things”, “Conver-
sational Agents act very rational and always speak fac-
tually, making them suitable for most situations”

Agent’s data
source: In-
ternet

Agent draws information
from internet sources,
internet information
has varying degrees of
accuracy, etc.

“no, because their data is still from the internet”, “the
information on the Internet to provide answers, which
could be right or wrong”, “Based on Google search re-
sults”

Agent’s data
source: Hu-
man data

Agent uses data from hu-
mans to formulate re-
sponses, agent is trained
based on data it is given,
etc.

“conversational AI’s sources are from humans so there
will always be a mistake that the conversational agents
will make”, “They take their information from things we
have set ourselves”, “learns from it so depends on how it
is trained”, “It all depends on how’s it’s been trained”

Agent’s
data source:
Undisclosed

Agent obtains informa-
tion, but it is unclear
where the information is
from

“the information we get from the agents are right or
wrong depends on the sources of the agents which could
be incorrect”, “they can get sources but they don’t know
if it’s reliable”, “not all information that are publicly
available are accurate”

Personal
reasoning:
Personal
learning

The learning might be im-
plied, like how the work-
shops were useful or how
they did not know much
before

“yes, because i learned something from this zoom meet-
ing”, “I do think that after learning, it does help me
realize the feature and the potential that these agents
have”, “But i have learned more about it so i have dif-
ferent opinions about it”

Information
given to
agent: User
input

The way the user phrases
the question, accent, etc.

“it really depends on the situation and how complex the
question was”, “Always room for misinterpretation”, “de-
pend on the input of the user”, “can’t understand accent”

Information
given to
agent: Data
disclosure

What happens with the
information, government
spying, etc.

“because someone or even goverment can spying on us”,
“I am skeptical of what they do with our information”,
“we really have no way of confirming what a personal
assistant does with the information it collects from you”

Ambiguous No reason given or not ex-
plained well

“I changed a few opinions”, “No”, “No I think I have
stayed the same”, “It does not always give you the correct
answer”
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3.6 Limitations and Future Work

This study has four main limitations and areas for future work. The first is the de-

mographics of the participants. Although we had participants from around the world,

there were large groups of participants from Indonesia in the non-WEIRD category and

the United States in the WEIRD category. Furthermore, there were more child than

parent participants, meaning the overall results may be skewed towards the children’s

results. Future studies could incorporate more participants and further balance them

across subsets to verify our results.

A second limitation is how we only utilized one type of agent (i.e., Alexa) in this

study. This agent has a default female voice, which could affect participants’ views on

partner models and trust. Future studies could incorporate various types of agents and

compare participants’ views of each type.

A third limitation is the context of our study. Specifically, we focused on trust of

agents in an educational setting; however, future studies could investigate trust in other

contexts. Furthermore, future studies could investigate how levels of trust affect how

people act, since Gaube et al. found levels of trust do not necessarily correspond to

trusting actions—at least in clinical settings [59].

A final limitation is how we did not investigate what “healthy” or “appropriate” levels of

trust or partner models are for agents. For example, future research could investigate the

trustworthiness of various agents’ information, determine people’s level of trust towards

these agents, and how the agents and their information affect people’s actions. The results

from this study could help educators and designers foster healthy levels of trust in end

users.
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Chapter 4

Analysis of Conversational Agent

Development Platforms and Learning

Activities

In many schools today, the phrase ‘computer-aided instruction’ means

making the computer teach the child. One might say the computer is being

used to program the child. In my vision, the child programs the computer

and, in doing so, both acquires a sense of mastery over a piece of the

most modern and powerful technology and establishes an intimate contact

with some of the deepest ideas from science, from mathematics, and from

the art of intellectual model building.

—Papert [136]

In order for K-12 students to understand the trustworthiness of different conversa-

tional agents, it is important for them to understand how these agents work. Despite

much research in related subfields, including improving conversational AI technology,

developing pedagogical agents, and teaching AI concepts; currently, there is little-to-no

published research on how to teach people conversational agent concepts and develop-

ment techniques—especially at the K-12 level [142, 178, 100, 33, 7]. In this chapter, I

analyze conversational agent development platforms and learning activities to develop a

comprehensive framework of conversational agent concepts. These concepts can be used

as guides to develop conversational agent curricula, curate future research in conversa-

tional AI pedagogy, and as a starting point for developers beginning to create their own

agents.

121



To develop this conversational agent concept framework, I analyzed development plat-

forms and activities with a broad scope in terms of the target audience’s prior program-

ming and AI experience. I first analyzed platforms I developed alongside others at MIT,

including Zhorai [99], ConvoBlocks [185], and Convo [190]. Each of these platforms

have associated studies in which K-12 students learn conversational agent concepts. I

then analyzed conversational agent platforms and activities from industry. The purpose

of the analysis was to identify (1) the conversational agent development concepts taught,

(2) how (or whether) they taught the prominent conversational agent design recommen-

dations from Chapter 2 (or the additional design recommendations from Chapter 3), and

(3) the complexity of the platform designs and whether they could apply to the K-12

context. In Chapter 5, I outline how to teach the conversational agent concepts identified

in this chapter effectively in a K-12 context, and ultimately answer the research ques-

tion, RQ4.0.1: How can we teach complex conversational agent concepts and

design recommendations found in prominent platforms to K-12 students?

Table 4.1 lists the concepts from the analysis with respect to which activities first in-

troduced them or significantly developed them. The Conversational AI for Kids research

team at MIT reviewed these concepts in terms of their ability to comprehensively sup-

port students’ understanding of conversational agents. I organized the concepts into five

categories: (1) Natural Language Understanding, (2) Conversation Representa-

tion, (3) Dialog Management, (4) Data Access and Conversation Context, and

(5) Human-Agent Interaction. I derived these categories from conversational agent

technology research [142, 33, 7], AI education research [178, 100], and the concepts taught

through the platforms and related activities described below [99, 185, 215, 14, 173].
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Table 4.1: A summary of which activities first introduced (■) and significantly developed (⊡) which
conversational agent concepts.

Concept Zhorai Convo-
Blocks Convo

Alexa
Devl.

Console

Dialog-
flow

N
at

ur
al

La
ng

ua
ge

U
nd

er
st

an
di

ng

Semantic analysis ■

Machine learning ■

Similarity scores ■

Large language
models ■

Transfer learning ■

Intents ■

Entities ■

Training ■ ⊡ ⊡

Testing ■

Constrained vs.
unconstrained nat-
ural language

■ ⊡

C
on

ve
rs

at
io

n
R

ep
re

se
nt

at
io

n

Textual representa-
tions ■

Undirected graphs ■

Histograms ■

Event-driven pro-
gram representa-
tions

■ ⊡

Storyboards ■

Directed graphs ■

D
ia

lo
g

M
an

ag
em

en
t

Turn-taking ■

Events ■

Entity-filling ■ ⊡

Conditions ■ ⊡

Conversation State ■

State machines ■

123



D
at

a
A

cc
es

s
an

d
C

on
ve

rs
at

io
n

C
on

te
xt

Pre-programmed
data ■

User-defined data ■

Contextual data ■ ⊡

Agent modulariza-
tion ■

Device access ■ ⊡

Cloud computing ■ ⊡ ⊡

Webhooks and
APIs ■

Flow and page
modularization ■

H
um

an
-A

ge
nt

In
te

ra
ct

io
n

Speech synthesis ■ ⊡

Speech recognition ■ ⊡ ⊡

Recovery ■

Societal impact
and ethics ■ ⊡

Text-based interac-
tion ■ ⊡

Voice-based inter-
action ■ ⊡

Multimodal inter-
action ■ ⊡

Task- vs. non-task-
oriented ■

Deployment ■ ⊡

Effective conversa-
tion design ■ ⊡

In addition to addressing the concepts developed in this chapter, the activities ad-

dressed the design recommendations from Chapter 2 and 3. I show which activities

addressed which of the recommendations in Table 4.2. As discussed throughout the anal-

ysis, the activities addressed these recommendations in different ways. Some addressed

them through explicitly describing the recommendations or teaching students to create
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agents using these recommendations (as shown with the filled square in Table 4.2). Oth-

ers addressed them implicitly through engaging students with an agent that had been

designed according to these recommendations (as shown with the empty square in Table

4.2). Still, others addressed them in extraneous materials, like the Dialogflow Voice De-

sign Best Practices [175], which were only referenced in the activity materials (as shown

with the square with a dot inside in Table 4.2).

Table 4.2: This table outlines which design recommendations were implicitly and explicitly addressed by
each agent activity. A filled square (■) represents addressing a recommendation directly in the materials,
an empty square (□) represents addressing a recommendation indirectly in the materials (e.g., the Zhorai
agent using the principles in conversation with students), and a square with a dot inside (⊡) represents
addressing the recommendation in related materials external to the activity (e.g., Google’s Dialogflow
Voice Design Best Practices [175]). The external materials are cited next to the symbol.

Design Recommenda-
tion (see Chapters 2
and 3)

Activity 1:
Zhorai

Activity 2:
Convo-
Blocks

Activity 3:
Convo

Activity 4:
Alexa Devl.

Console

Activity 5:
Dialogflow

G1: Visibility/Feedback of
System Status □ ■ □ ■ ⊡ [174, 175]

G2: Mapping Between
System and Real World □ ■ ⊡ [175]

G3: User Control and
Freedom □ ■ ■ ■

G4: Consistency through-
out the Interface □ ■

G5: Preventing User Er-
rors ■ ■ ■ ⊡ [174, 175]

G6: Recognition Rather
than Recall □ □ ■ ⊡ [174]

G7: Flexibility and Effi-
ciency of Use □ ■ ■ ■ ⊡ [175]

G8: Minimalism in Design
and Dialogue □ □ ■

G9: Allowing Users to
Recognize and Recover
from Errors

□ ■ □ ■ ⊡ [174, 175]

G10: Providing Help and
Documentation □ □ ■ ⊡ [174, 175]

A1: Ensure Transparen-
cy/Privacy ■
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A2: Considering How
Context Affects Speech In-
teraction

□ ■

DR-U1: Inform users
about trustworthiness ⊡ [175]

DR-U2: Design conversa-
tional agent personas to
foster appropriate partner
models

□ ■

The platforms and activities are as follows.

1. Learning Activity 1 (Novice): This activity investigates how conversational agents

can learn through classifying animals into ecosystems with the agent, Zhorai [99]

(Section 4.1).

2. Learning Activity 2 (Beginner): In this activity, students develop an intent- and

entity-enabled conversational agent with ConvoBlocks through block-based cod-

ing and training conversational agents [185] (Section 4.2).

3. Learning Activity 3 (Intermediate): Students develop an intent- and entity-enabled

conversational agent with Convo through natural language programming and

training conversational agents [215] (Section 4.3).

4. Learning Activity 4 (Advanced): Deverlopers create an intent- and entity-enabled

conversational agent with the Alexa Developer Console through programming

in JavaScript and training conversational agents [14] (Section 4.4).

5. Learning Activity 5 (Expert): Developers create an intent-, entity-, and state-

machine-enabled conversational agent with Dialogflow CX through developing

conversation flows and pages, and training conversational agents [173] (Section 4.5).

The first three activities—the Zhorai, ConvoBlocks and Convo activities—involve

platforms I developed for this dissertation. Each of them target students in K-12 ed-

ucation. The fourth and fifth activities—the Alexa Developer Console and Dialogflow

CX activities—are industry-based. They target developers with greater prior experience

programming and knowledge of conversational agents. These activities teach concepts,

like webhooks and APIs and state machines, which are not included in the K-12 activities;

however, could be useful for young developers to encounter earlier in their learning.

There are other industry-based conversational agent development platforms available,

like Alexa Blueprints [9] and SiriKit [15]; however, I chose the particular activities above
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as they target developers with a range in prior experience and provide associated educa-

tional materials. Other tools and agents were not chosen due to their lack of educational

materials associated with conversational agents (e.g., Alexa Blueprints [9]), limitations in

scope (e.g., SiriKit [45, 22, 73]), or lack of prominence (e.g., promptly-dotnet [106]). As

the conversational agent development landscape changes, there will likely be additional

concepts and design recommendations to teach students. Nonetheless, this framework

provides an initial step towards teaching K-12 students currently-held conversational

agent concepts comprehensively.

The following sections describe the platforms and related educational materials, and

analyze the conversational agent concepts and design guidelines they teach. Additionally,

teaching materials for the Zhorai, ConvoBlocks and Convo activities can be found in

Appendix E, F and G, respectively. Each of their code repositories can be found on

GitHub [192, 204, 194].

4.1 Activity 1: Zhorai

The first activity, Zhorai, exposes primary school-aged children to conversational agents

while teaching them machine learning concepts. In this section, I describe the platform

(as shown in Figure 4-1) and embedded educational materials. Much of this information,

as well as results from a study with Zhorai and children in 3-5th grade can be found in

our paper [99]; teaching resources for the Zhorai activity can be found in Appendix E;

and the Zhorai code repository can be found on GitHub [192].

4.1.1 The Zhorai Platform

The Zhorai platform is an online web interface with an embedded, teachable conversa-

tional agent named Zhorai, as shown in Figure 4-1 [99]. We built the Zhorai platform

and curriculum around three of the “Big Ideas” in AI [178]. These ideas allowed us to

explore the utility of a conversational interface in teaching key AI concepts to children,

which are the basis of current conversational agent technology. The three ideas include:

• Representation and reasoning: Children are expected to understand how Zhorai

learns and represents new information. Zhorai generates two different visualizations

to show its knowledge representation.
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Figure 4-1: The introductory webpage to the Zhorai activity.

• Machine learning: Zhorai also demonstrates the concept of how machines classify

concepts. Children witness instances when Zhorai might succeed or fail in its learn-

ing, and make attempts to correct the agent.

• Societal impact: The curriculum emphasizes the ethics and societal impact of AI

through structured discussion with a facilitator and thinking about implications for

bigger-picture contexts.

In the activity, children engage with Zhorai through conversation. Zhorai explains

that it is an alien visiting Earth that wants to learn about all of Earth’s life (i.e., ecosys-

tems on Earth). The curriculum is focused on Earth’s ecosystems because children can

describe ecosystems (defined as places where animals live) without much prior knowl-

edge. Additionally, many state science standards discuss the concept of ecosystems in

our target grade band of 3-5 [121].
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System Design

We designed the Zhorai platform with elementary school students, teachers, and ease-of-

use in mind. It can be run using Google Chrome anywhere with internet access. The main

components of the system are the (1) speech synthesizer, (2) speech recognizer, (3)

semantic parser, (4) classifier, and (5) website visualizer. Figure 4-2 illustrates the

platform’s architecture and user flow. Figure 4-3 shows the first module’s user interface,

in which students teach Zhorai by recording sentences about animals. Further details

about how we designed the system can be found in our paper [99].

Figure 4-2: A representation of the introduction to Zhorai in terms of architecture and
user flow [99].

4.1.2 Zhorai Activity Analysis

The concepts taught in this activity are described throughout the following analysis and

outlined in Table 4.3. The Zhorai curriculum is embedded within the Zhorai website, and

consists of four modules: “What Does Zhorai Know?”, “Teaching Zhorai”, “Witnessing

Machine Learning”, and “AI and Ethics”. Typically, the curriculum is completed with

a small group of students and a teacher or facilitator. Before entering the first module,

children learn to interact with Zhorai through an introduction, in which Zhorai greets and

converses with them. In the following sections, I describe how a fictional student, Morgan,

might engage with the materials, illustrate how he might learn different conversational

agent concepts, and outline the concepts the Zhorai activity teaches.

Activity Introduction

Children first interact with Zhorai by introducing themselves. To illustrate, a conversation

between a fictional student, Morgan, and Zhorai follows:
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Figure 4-3: An image of the user interface in which students teach Zhorai by recording
sentences about different animals. Students click and hold on the mic button to record
sentences, which appear below the button. The recorded sentences have red buttons to
their right, which allow students to delete them.

Morgan: Hello

[Morgan notices the word he spoke, "Hello", appear below the fluffy, purple-and-yellow

alien on the interface. The alien then begins to respond and more text appears

on-screen. The alien has a squeaky, high-pitched voice.]

Zhorai: Hi there! I don’t remember meeting you before. What’s your name?

Morgan: [Mumbles] My name’s Morgan1

[The text, "More than", appears in the interface.]

Zhorai: [Mis-recognized Morgan’s response] Sorry, what was that?

Morgan: Oh! I’m Morgan!

Zhorai: Nice to meet you, Morgan! Where are you from?

Morgan: Canada

1Note that all information given to Zhorai is only stored on the user’s local computer for privacy
reasons.
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Zhorai: Interesting! I’m from planet Igbruhmmelkin. I’ve never heard of Canada before.

Can you tell me more?

[A button appears on-screen, stating "Find out what Zhorai knows about your planet!",

which takes Morgan to the first module.]

As shown in this example, if Zhorai’s speech recognition does not work correctly, it will

respond with something like, “Oh, pardon?”, allowing the child to respond again. Through

this relatively simple introduction, children encounter foundational conversational agent

concepts. These include:

• Textual representations (Conversation Representation): As shown in Figure 4-

1, Zhorai’s speech output is represented by purple text in the interface. Students

will also observe their speech being recognized and represented by text as they

interact with Zhorai. This simple representation allows them to visually understand

the conversation, and whether Zhorai recognized their speech correctly, like how

“Morgan” was misrecognized by Zhorai as “more than” in the example conversation.

• Turn-taking (Dialog Management): When interacting with Zhorai, students take

turns speaking back-and-forth. Zhorai starts its turn after a student completes

a speech recording; Students start their turn when they click the record button.

Students can understand their turns as “input” to the system, and Zhorai’s turns

as “output”.

• Speech synthesis (Human-Agent Interaction): Students encounter speech synthe-

sis when they hear Zhorai’s high-pitched, alien-like voice. Its voice is clearly not

human, but generated by a computer. In other activities, like the Alexa Developer

Console, students encounter very human-like, computer-synthesized voices. Speech

synthesis is an example of computer output in a conversational system.

• Speech recognition (Human-Agent Interaction): In the Zhorai activity, when

students click and hold the mic button, their speech is recorded as sound waves,

which are eventually converted to text. This process is called speech recognition,

and is one method for a computer to receive user input in a conversational system.

Sometimes, speech recognition systems do not work as expected. For example, if

a student says the word, “Zhorai”, to Zhorai, it may recognize it as “sore eye” or

something similar-sounding, as the word, “Zhorai”, is not in its speech recognition

vocabulary.
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• Recovery (Human-Agent Interaction): When Zhorai does not understand stu-

dents’ speech (e.g., when Zhorai recognized the words “more than” instead of “Mor-

gan” in the example conversation), it responds with something like, “Oh, pardon?”.

This indicates that Zhorai did not understand and would like the user to respond

another time, allowing for recovery of the conversation.

This interaction with Zhorai also introduces conversational design practices, including

“G1: Visibility/Feedback of System Status” by visualizing recognized speech and speech

output as text; “G7: Flexibility and Efficiency of Use” by allowing students to interrupt

Zhorai; “G8: Minimalism in Design and Dialogue” through providing implicit confirma-

tions, like restating the country Zhorai heard from the student; and “G10: Providing

Help and Documentation” through a scaffolded introduction to interacting with Zhorai.

Zhorai’s high-pitched, child-like, gender-neutral voice also addresses the design recom-

mendation, DR-U2, which emphasizes developing “diverse, multilingual conversational

agent personas that many people can relate to and understand”. Table 4.2 summarizes

the recommendations the activities addressed.

Module 1: “What Does Zhorai Know?”

The first curriculum module, “What Does Zhorai Know?”, introduces children to knowl-

edge representation and reasoning using concept maps. In this module, children ask

Zhorai about the five ecosystems that it knows: deserts, oceans, grasslands, rainforests,

and tundras. The following description shows how the fictional student, Morgan, might

interact with Zhorai:

[A prompt appears on-screen below Zhorai stating, "Ask Zhorai about earth’s ecosystems

by saying things like, ‘What do you know about the desert?’"]

Facilitator: Let’s see what Zhorai knows about different ecosystems! Morgan, could you

ask Zhorai about the desert?

Morgan: Okay! [Presses record button.] Zhorai, do you know anything about the desert?

Zhorai: I’ve heard about deserts before! Here’s what I know about them.

[Sentences about the desert that "Zhorai heard from other Earthlings" appear, as well

as a related mind map, as in Figure 4-4.]

Morgan: [Referring to the colored bubbles on the mind map.] Ooo cool! What are the

colors for?

Facilitator: Can you guess? It has something to do with the sentences that Zhorai was

told -- or, in AI-speak: the sentences Zhorai was "trained on".
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Morgan: Hmm... Maybe the blue words are a part of the desert, but the orange ones

aren’t?

Facilitator: Totally! If you look at the sentences, the orange words are negated , or

have words like "not" or "don’t" in front of them. Like how the word, "water", is

negated in the sentence, "Deserts don’t have much water".

Morgan: Interesting! So that’s how Zhorai knows if the desert is or isn’t like the

words in the mind map.

Facilitator: That’s how Zhorai represents it, yes! And Zhorai actually figures out

whether a word should be orange or blue through the process of semantic

analysis , which is really just a big term for understanding the meaning of

language.

The representation method Zhorai uses is a undirected graph or “mind map”, which

children can analyze to determine ecosystem attributes. As described in the above ex-

ample, positive attributes (what an ecosystem has) are visualized as blue circles, and

negative attributes (what an ecosystem does not have) are visualized as orange circles,

as in Figure 4-4. Children also analyze the corpus that Zhorai is given to form the mind

maps, and thus draw connections between natural language sentences and details of the

corresponding mind map.

Figure 4-4: The mind map (a) representing Zhorai’s understanding of the corpus of
sentences (b).

The key concepts developed in this module include:

• Undirected graphs (Conversation Representation): Zhorai represents its natural

language understanding through a “mind map” or simple undirected graph. Undi-

rected graphs visualize ideas through connecting concepts to each other, without any

hierarchy or direction. In the Zhorai activity, Zhorai represents sentences through
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connecting associated words, like “sunny”, “sand” and “water”, to a central concept,

like the desert. In this representation, words that have a positive association to

the central concept, like “sand”, appear in blue, whereas words with a negative

association, like “water”, appear in orange.

• Semantic Analysis (Natural Language Understanding): Students encounter se-

mantic analysis when they observe how Zhorai understands sentences with nega-

tion. For example, when Zhorai analyzes the sentence, “Deserts don’t have much

water”, it creates an orange (negative) bubble for the word, “water”, whereas when

it analyzes the sentence, “Oceans are filled with water”, it creates a blue (positive)

bubble. This serves as an initial introduction to the large field of natural language

understanding and semantic analysis.

• Pre-programmed data (Data Access and Conversation Context): Students first

encounter data access in the Zhorai activity when they ask Zhorai about what it

knows. This causes a number of sentences to appear, which were pre-programmed

into Zhorai’s memory. This pre-programmed data is opposed to the data students

teach Zhorai in later modules. Zhorai initially knows about different ecosystems, like

the desert, tundra and ocean, but does not know anything about the animals who

live there. This gives students the opportunity to provide Zhorai with additional

information about animals, which has not been pre-programmed into its memory.

In this module, Zhorai provides a prompt (“Ask Zhorai about earth’s ecosystems by

saying things like, ‘What do you know about the desert?’ ”) for Morgan. This addresses

the design recommendations, “G6: Recognition Rather than Recall” and “G10: Providing

Help and Documentation”, as shown in Table 4.2.

Module 2: “Teaching Zhorai”

In the next module, Module 2, “Teaching Zhorai”, children are tasked with providing

Zhorai with data about three animals of Zhorai’s choosing, as shown in Figure 4-3. An

example interaction between Zhorai and Morgan follows.

[Morgan enters the second module.]

Facilitator: Now let’s teach Zhorai about a few animals, so that it can guess which

ecosystems they live in! It looks like Zhorai wants us to teach it about camels

right now. Do you want to say a few things about camels to Zhorai, Morgan?

Morgan: Okay... but how do I say it?
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Facilitator: You can say it any way you want, but just make sure you don’t say the

word "desert", or that will give away the ecosystem to Zhorai. When you’re ready,

you can press the record button to start.

[Morgan nods, presses the record button, and starts talking to Zhorai.]

Morgan: Camels live where it’s really hot and dry.

[Morgan’s sentence appears on-screen.]

Morgan: Camels store water in their backs.

Morgan: [To facilitator] I don’t know much more about camels... Can I look them up?

Facilitator: Sure, let’s find some more fun facts together!

[Morgan and the facilitator find some additional facts online. They realize that

camels don’t actually store water in their backs, but they store fat, so they

delete the sentence about water.]

Morgan: Camels store fat on the top of their backs so that they don’t get too hot.

Morgan: Camels keep sand out of their eyes with extra eyelids!

Morgan: Camels can eat thorny plants because they have very thick lips.

Morgan: Camels can carry 500 pounds on their backs!

Morgan: [To facilitator] Okay, I’m done!

Facilitator: Alright, you can click the button to let Zhorai know.

[Morgan clicks the button stating, "What is Zhorai thinking?".]

Zhorai: Camels sound fascinating! Now I want to visit earth and all of it’s life! I’ll

show you what I understand after I think for a little while.

[After Zhorai analyzes the data Morgan entered, a mind map of its understanding

appears on the screen, and another prompt about teaching Zhorai about "polar

bears" appears. Morgan teaches Zhorai about polar bears and a few other animals,

and then moves on to the next module.]

As illustrated by this example, Zhorai functions as a less-knowledgeable, teachable AI

system. Throughout the process of teaching Zhorai, children can see what Zhorai heard

and whether it misheard certain words, and can modify sentences as necessary, as shown

in Figure 4-5 (b).

The key concepts developed in this module include:

• User-defined data (Data Access and Conversation Context): Students can pro-

vide Zhorai with data by telling it sentences about animals. The sentences appear

in the user interface, as in Figure 4-3, and cause Zhorai to create an undirected

graph, similar to the one in Figure 4-4. Students can observe how when they mod-

ify sentences, Zhorai’s understanding shown in the graph also changes. This ties

into the concept of machine learning, as machine learning models can either be pre-
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Figure 4-5: A mind map (a) generated according to the sentences (b) given to Zhorai by
Morgan in Module 2.

trained (e.g., with pre-programmed ecosystem data) or trained in real-time (e.g.,

with the animal data students input).

• Recovery (Human-Agent Interaction): In addition to the out-of-vocabulary re-

covery encountered in Zhorai’s introductory activity, students will likely encounter

recovery when telling Zhorai sentences about animals. For example, Zhorai might

misrecognize “A group of polar bears is a ‘sleuth’ ” as “A group of polar bears

is aloof”. Students can identify misrecognized sentences with the textual repre-

sentation in the interface. If a sentence was misrecognized, they can recover the

interaction by deleting the sentence (by pressing the red ‘X’ buttons shown in Figure

4-3) and re-recording it.

This activity also addresses the conversational design practices of “G3: User Control

and Freedom” and “G9: Allowing Users to Recognize and Recover from Errors” by allow-

ing students to identify whether Zhorai recognized the sentences they told it correctly,

delete them if misrecognized, and update them accordingly.

Module 3: “Witnessing Machine Learning”

In Module 3, “Witnessing Machine Learning”, children observe Zhorai’s learning and

reasoning process. They ask Zhorai to guess which ecosystem it thinks the animals they

previously taught it about are from. An example of this interaction follows:
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[A prompt, stating "Ask Zhorai to guess where animals live", appears on screen.]

Morgan: Hey Zhorai! Where do you think camels live?

Zhorai: Oh yes! Let me think about camels for a second.

[After computing similarity scores between the sentences about camels and the

ecosystems, a histogram appears, as shown in Figure 4-6.]

Zhorai: Based on what I know about Earth, I would guess camels live in grasslands.

Morgan: Ha ha! Zhorai doesn’t know that camels live in the desert!

Facilitator: Aw too bad! We must not have taught Zhorai well enough. From the

histogram, though, it looks like the desert would have been its second guess.

Let’s go back to our sentences and figure out why Zhorai guessed grasslands

instead of the desert.

[They return to the page where Morgan trained Zhorai, as in Figure 4-5.]

Facilitator: Do you see anything in the mind map that might make Zhorai think camels

are from the grasslands?

Morgan: Hm... Well, the word, "plants", is pretty similar to "grass", so maybe that’s

why?

Facilitator: It definitely could be! And if we go back to the mind map about the

grasslands... Look at that! There are lots of similar words: "grass", "shrubs"...

and even the word, "warm", which is similar to "hot" in our camel mind map.

Morgan: Okay, so maybe we can tell Zhorai things about camels that are in the desert

mind map... Like the words, "dunes", "harsh", "dry", and "sunny".

Facilitator: Let’s do it!

[Morgan goes back to Module 2 to record a sentence.]

Morgan: Camels live on harsh, dry dunes where it’s sunny all the time!

[Zhorai’s mind map updates to include Morgan’s additional desert-related words. They

return to Module 3 and ask Zhorai where it thinks camels live. Another histogram

appears, as shown in Figure 4-7.]

Zhorai: I would guess camels live in deserts from what I know.

Morgan: Yes! We did it!

Facilitator: We totally did! We trained Zhorai to understand the connection between

camels and deserts, just by giving it similar sentences. Awesome job, Morgan!

In this example, Zhorai creates two histograms with its ecosystem-guesses (as shown

in Figures 4-6 and 4-7) by comparing the words representing the animal and the words

representing the ecosystems, and computing word similarity scores for each ecosystem.

For each animal, Zhorai chooses the ecosystem that has the highest similarity score among

the five ecosystems for its final guess. It is important for children to understand when

and why Zhorai may guess incorrectly by drawing connections between similarities within
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Figure 4-6: The initial histogram (b), in which Zhorai guesses camels live in grasslands
(a). This graph is generated through computing similarity scores between the descriptions
of ecosystems and camels, as described in our paper [99].

the mind maps of Module 2 and the scores of Module 3, and how to manipulate this

connection.

The key concepts developed in this module include:

• Machine Learning (Natural Language Understanding): Students encounter as-

pects of machine learning throughout the Zhorai activity, especially when they ob-

serve Zhorai classify animals into ecosystems. Based on students’ sentences about

animals, Zhorai matches patterns between the pre-programmed sentences about

ecosystems, like “The desert is very hot and sunny”, and user-defined sentences

about animals, like “Camels can endure hot temperatures over 50 degrees Celcius”.

If Zhorai incorrectly classifies the animal, students can modify the training data

and observe how the model “learns” or changes its guesses.

• Similarity scores (Natural Language Understanding): Zhorai computes similarity

scores between animals and each ecosystem, as shown on the histogram in Figure

4-6, by comparing the words in each animal sentence with those in each ecosys-

tem sentence. Zhorai guesses the animal is from the ecosystem with the highest

computed similarity score (i.e., the grasslands in Figure 4-6). To attempt to cause
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Figure 4-7: The second histogram (b), in which Zhorai guesses camels live in deserts (a).
This graph is generated through computing similarity scores between the descriptions of
ecosystems and camels, as described in our paper [99].

Zhorai to guess the correct ecosystem, students can modify their animal sentences

to be increasingly similar to the pre-programmed ecosystem sentences.

• Histograms (Conversation Representation): The bar charts or histograms in Fig-

ures 4-6 and 4-7 are representations of similarity scores. This type of representation

allows students to identify which ecosystem has the highest similarity score, or in

other words, which ecosystem Zhorai will guess the selected animal lives in. In

natural language understanding modeling, histograms can represent many different

concepts, including word counts and other distributions.

Module 4: “AI and Ethics”

In the last module, “AI and Ethics”, facilitators lead a discussion about how conversational

agents and agents that learn from data are used in society with positive and negative

consequences. These discussion questions are scaffolded in the Teacher Resources section

on the website. Children reflect on instances when Zhorai made mistakes, and are asked

questions like, “Would Zhorai know whether what we teach it is correct or not?” and “How

would you feel if Zhorai learned something untrue about you?”, as shown in Figure 4-8.
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The goal of this module is to empower children with the tools to design AI with ethics

in mind. We also probe children about what the societal impact of mistakes made by AI

can be, and how we can mitigate harm [138, 99]. In Appendix E, there are additional

educational materials to help teachers facilitate such discussions.

Figure 4-8: The discussion questions provided in Module 4.

This module focuses on the key concept of societal impact and ethics :

• Societal impact and ethics (Human-Agent Interaction): Conversational agents

are becoming commonplace and affect many people’s current lives. In the Zhorai

activity, students discuss the implications of this, including how Zhorai and other

conversational systems can be biased and make mistakes, how different applications

of this technology may not be appropriate (e.g., classifying humans into certain

categories), and why it is important for developers and users alike to understand

the technology.

4.1.3 Summary of the Zhorai Analysis

Through the Zhorai activity, students can learn the conversational agent concepts outlined

in Table 4.3. They can also learn conversational agent design best practices through

interacting with Zhorai and observing how it works. These best practices are outlined in

Table 4.2.
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Table 4.3: List of conversational agent concepts the Zhorai activity teaches, organized by
concept category.

Category Concept

Natural Language
Understanding

Machine learning

Similarity scores

Semantic analysis

Conversation Representation

Textual representations

Undirected graphs

Histograms

Dialog Management Turn-taking

Data Access and Conversation
Context

Pre-programmed data

User-defined data

Human-Agent Interaction

Speech synthesis

Speech recognition

Recovery

Societal impact and ethics
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4.2 Activity 2: ConvoBlocks

As described in Section 3.1, ConvoBlocks (aka the MIT App Inventor Conversational

Agent Platform) empowers nearly anyone to code conversational agent programs for

Alexa. Students develop their agents using block-based, visual programming, and can

create complex conversations associated with mobile app functionality. For example, the

fictional student, “Sheila”, from Section 3.1, creates an agent which reads and answers

questions about a storybook. She programmed the storybook to appear on an app she

developed with MIT App Inventor, and her agent can acknowledge what is on this app.

In this section, I provide a brief overview of the system, which is described in more detail

in Chapter 3, and discuss the ConvoBlocks curriculum from our paper [191]. In this paper

[191], as well as two others [185, 193], we describe studies in which students learn AI and

conversational AI concepts by developing agents using ConvoBlocks. Additional teaching

resources for the ConvoBlocks activity can be found in Appendix F and the ConvoBlocks

code repository can be found on GitHub [192].

4.2.1 The ConvoBlocks Platform

ConvoBlocks is a block-based programming tool for creating conversational agents. The

code blocks range from “say” blocks, which cause Alexa to say user-defined phrases, to

“send to CloudDB” blocks, which send user-defined information to the App Inventor cloud

[94], to typical control functions, like “if”, “while” and “break” blocks. Figure 4-9 shows

many of these blocks. This block-based coding interface empowers students—typically

around 11 to 18 years old—to create their own conversational agents, which can be

deployed on any Alexa-enabled device, as well as within the MIT App Inventor interface.

Figure 4-10 shows a conversation with an example agent in this interface. Students can

have audible or text-based conversations with their agents.

More information about our design goals, development process and implementation

of ConvoBlocks interface can be found in Section 3.1 and my related publications [185,

191, 193, 186].
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Figure 4-9: A number of the available blocks users arrange to create conversational agents
with ConvoBlocks. The “Voice” blocks cause Alexa to complete an action, like saying a
phrase; the “Control” blocks change the flow of the program, like only completing an action
if something is true; and the “Text” blocks define textual data, like joining together two
strings.

4.2.2 ConvoBlocks Activity Analysis

As described in our paper [191], the ConvoBlocks activity consists of an introduction

to the MIT App Inventor environment (where ConvoBlocks resides), block-based pro-

gramming and a simple rule-based conversational agent; interactive lectures and group

discussions on the “Big 5 AI Ideas” [178], conversational AI, and AI ethics; and conver-

sational agent development tutorials and final projects. The following sections describe

how the curriculum teaches fundamental conversational agent concepts.
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Figure 4-10: An example conversation in ConvoBlocks with a “hangman game” agent.
Users can develop this agent by combining Voice, Control, Text, Lists, Procedures, Vari-
ables and Math blocks; test it in the interface itself; and deploy it to any of their Alexa-
enabled devices.

Activity Introduction

As an introduction to the ConvoBlocks activity, students complete mobile app-building

tutorials in MIT App Inventor, and develop familiarity with programming concepts rele-

vant to conversational AI, such as variables, control statements, and events. The apps stu-

dents develop include a counter for button presses and a rule-based conversational agent.

The agent can recognize the words, “hi” and “goodbye”, and respond with programmed-

phrases, as shown in Figure 4-11. This activity introduces students to the difficulty and

repetitiveness of developing rule-based agents (as they cannot generalize over phrases, but

rather only understand specific phrases), and provides a segue into developing machine

learning-based agents.

The main conversational agent concepts students encounter in the introduction in-

clude:
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Figure 4-11: The rule-based agent app students develop in the ConvoBlocks introduction.
This app has an event handler for when an end user clicks a button. When this occurs,
the program compares the user-provided text to “hi”, “Hi”, “bye” and “Bye”, and provides
an appropriate response. Later on in the curriculum, students learn to develop agents
that use machine learning to generalize over phrases, so that they do not have to enter
every possible phrase similar to “hi” or “bye”.

• Events (Dialog Management): Students define events and responses (or “event

handlers”) to manage agents’ dialog. For example, a student might define an event

to occur when an end user states, “Hi”, and define the response from the agent to

be “Hello there!”. Students can define many events and responses, which—when

combined—define larger agent conversations.

• Conditions (Dialog Management): With MIT App Inventor and ConvoBlocks,

students can define whether or not particular pieces of dialog or events occur by

adding conditions to their event handlers. For instance, if an event is triggered

when an end user states something about their favorite number, the student can

create a condition that causes the agent to say, “Wow, that’s a large number!”, for

anything greater than or equal to 100 and, “That’s a pretty small number compared

to 100!”, for anything below. This is shown in Figure 4-12 with an “if-statement”

condition.

• Event-driven program representations (Conversation Representation): In MIT

App Inventor and ConvoBlocks, conversations are represented through event-driven

block-based programming. This means each each potential trigger event is repre-

sented as a block of code, as shown in Figure 4-13, in which there is a block of code

for the “hi” event and the “bye” event. With large or complex conversations, this

representation can get convoluted and difficult to follow. In the Dialogflow activity,
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developers use another method of conversation representation, which is useful for

developing especially complex agents.

Figure 4-12: An event handler for when someone says their favorite number. The handler
contains an “if-statement” condition such that when the number is greater than or equal
to 100 the agent responds differently than when it is smaller.

Figure 4-13: Two event handlers for the “hi” and “bye” events students may define with
ConvoBlocks. This program utilizes machine learning to recognize intents, rather than a
rule-based approach.

Lectures and Group Discussions

In this part of the ConvoBlocks activity, students listen to presentations by facilitators

and engage in group discussions. The presentations discuss the “Big 5 AI Ideas” [178],

conversational AI, and AI ethics. For example, students discuss whether or not automatic

captioning, medical bots and text-based image search are conversational AI systems and

why. They also learn about how machine learning, large language models and transfer

learning can enable them to create agents that generalize across phrases to understand

specific “intents” rather than just specific character-by-character words. Finally, they

discuss the implications of conversational AI, including gender and racial bias in speech

recognition, the ethics of extremely human-like agents, and deepfakes [172, 19].

The main conversational agent concepts students encounter in this part of the Con-

voBlocks activity include:
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• Training (Natural Language Understanding): In the ConvoBlocks activity, stu-

dents learn about how machine-learning-based conversational agents can be trained

to recognize phrases that are similar but not necessarily exactly the same as the

data provided to the agent. For instance, if a student trained an agent on phrases

such as, “Hi”, “Hello”, “Yo”, and so on, the system might also recognize phrases with

the same meaning (or “intent”) as the training data, like “Howdy”, for instance. In

the ConvoBlocks activity, facilitators first introduce this concept in a lecture, and

students then train their agents and observe this concept in practice.

• Transfer learning (Natural Language Understanding): As students learn about

the concept of training, they also learn that the training they are performing with

their agents is a type of transfer learning. Since the agents they create are built

on top of a large pre-trained model (a “large language model”) Amazon created, by

training their agents with a small amount of additional data, they can enable their

agents to discern between meanings (or “intents”) of various kinds. For instance,

students may train their agents to recognize “hi” and “bye” intents by completing

transfer learning training with only 15 to 20 example phrases. This is possible

because of the large amount of training Amazon previously completed with the

model.

• Large language models (Natural Language Understanding): In the ConvoBlocks

activity, students learn about how they can quickly train agents to understand dif-

ferent intents due to large amounts of previous training on machine learning models.

In this case, because the models are language-based, they are called “large language

models”. These large language models cluster words (or phrases) in high dimen-

sional space through training on enormous amounts of data [46, 32]. This process

often causes words or phrases with similar meanings (e.g., “I am a computer sci-

entist” and “I’m a software engineer”) to be clustered together. This also allows

developers to perform small amounts of additional training to enable agents to rec-

ognize and classify desired intents of phrases, like how students can train agents to

recognize greeting or farewell intents with only a small amount of example phrases.

• Intents (Natural Language Understanding): In the ConvoBlocks activity, students

learn about how they can train agents to recognize phrases with similar meanings, or

“intents”. For example, both of the words, “hi” and “hello”, have the intent to greet
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someone, and by providing an agent with a number of similar words or phrases,

students can cause agents to recognize this intent. This forms the basis for how

the students’ agents understand natural language and engage in conversation. For

example, students might train an agent to recognize a greeting intent, including

training phrases like, “Yo” and “Hello”, and then program the agent to respond with

another greeting, like “Hi, friend!”, which begins a conversation.

• Societal impact and ethics (Human-Agent Interaction): As in the Zhorai activ-

ity, the ConvoBlocks activity also includes societal impact and ethics curriculum.

It encourages students to think deeply about the implications of having conversa-

tional agents in the world, as well as how they might create positive, helpful agents.

Some of the topics students encounter include, gender and racial bias in speech

recognition, the ethics of extremely human-like agents, and deepfakes.

• Speech synthesis (Human-Agent Interaction): As in the Zhorai activity, students

encounter agents with computer-synthesized voices. In this case, they encounter

the Alexa voice, which defaults to a female voice and is quite realistic-sounding. In

the curriculum, students discuss whether it would be ethical for a company to call

someone over the phone using a conversational agent without telling the person they

are speaking with an agent and not another human. They also may discuss whether

having assistant agents, like Alexa and Google Home, default to female voices is

ethical or whether it perpetuates undesirable stereotypes. Students discuss how

it is important to consider the implications of how speech synthesis systems are

developed and deployed.

• Speech recognition (Human-Agent Interaction): As in the Zhorai activity, stu-

dents observe agents recognizing their speech. Often students notice that the agent

recognizes one person’s voice well, but not another person’s voice. In groups, they

discuss how this is due to the training of the system. For example, historically, de-

velopers have trained speech recognition systems on more male voices than female

voices. Thus, these systems tend to be better at recognizing males than females

[172]. Additionally, speech recognition systems may not have been trained on voices

with various accents, and thus may not recognize people with these accents. Stu-

dents discuss how it is important to ensure diversity in training data.

Students also learn about the conversational agent design recommendation, “G3: User
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Control and Freedom”, through this part of the activity. To increase end user freedom,

agent developers can ensure their agents recognize many different ways of phrasing the

same intent. For example, by providing more training examples of greetings (e.g., “Hi”, “Hi

there”, “Hello”, “Yo”, “Howdy”, etc.), agents will be better able to generalize over different

greeting phrases, increasing end users’ freedom. Increasing training data also generally

allows agents to better correctly classify intents. Thus, students also learn about, “G5:

Preventing User Errors”, through better intent classification. In Section 4.3, the Convo

activity expands on these concepts in its discussion of constrained vs. unconstrained

natural language.

Tutorials and Final Projects

In this part of the activity, students develop conversational agents with step-by-step

tutorials, and on their own with final projects. The first tutorial involves training an

agent to recognize a greeting intent. This contrasts the rule-based agent tutorial from

the introduction, as it enables the agent to generalize over the greeting intent, rather than

only recognizing pre-programmed, specific phrases. This provides students with practical

experience with the concepts of training, transfer learning, large language models, and

intents taught in the lectures and group discussions.

The second tutorial introduces the concept of “slots” or “entities”, which are important

pieces of information agents can extract from end users’ phrases. For example, if an end

user said, “I’d like a pineapple pizza delivered on March 24th at 6 PM”, an agent might

extract a “pizza type” entity (pineapple), a date entity (March 24th) and a time entity

(6 PM). This allows the agent to store information about the conversation and respond

contextually.

The final tutorial focuses on teaching students how agents can communicate with

other devices. In this case, students develop a mobile app with an input text-box, and

an agent that communicates with the app to read the text aloud. The app and agent

communicate through CloudDB, a cloud database created for MIT App Inventor [94].

This introduces the concept of storage location to students, and empowers them to create

more complex agents that end users can interact with multimodally (e.g., with mobile

apps’ touch screens).

Finally, students create their own agents as final projects, and are encouraged to con-
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sider how they can create socially useful agents, as well as utilize the unique capabilities

of mobile devices and conversational agents, including those shown in Figure 4-15. Figure

4-14 shows examples of student final projects. Students can test their agents using the

testing interface in ConvoBlocks, which can be used in text-based or voice-based mode.

If they have Alexa-enabled devices, like Alexa apps or Alexa smart speakers, they can

also deploy their agents to these devices.

Figure 4-14: Screens from apps for students’ final projects. Each app communicated with
Alexa-based agents students had designed: one of which helped users learn to sign, and
the other, diagnose illnesses.

The main conversational agent concepts students encounter in this part of the activity

include:

• Entities (Natural Language Understanding): In the ConvoBlocks activity, students

learn about entities through creating a custom calculator agent. With this agent,

end users provide numbers and the agent uses these numbers to perform some kind

of calculation. For instance, an end user might say something like, “What’s 11 times

484?”. To calculate the answer, the agent needs to extract the two number entities

(11 and 484), store them, and multiply them. Other standard entities include dates,

times, names, locations, and organizations. Agents can extract and store entities
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like these and use them later in the conversation.

• Entity-filling (Dialog Management): At times, end users do not provide all the

information necessary for an agent to complete its task. For instance, if an end

user said, “Can you multiply something for me?”, without telling the agent which

numbers to multiply, the agent would not be able to extract the required number

entities to complete a multiplication. With ConvoBlocks, students could program

the agent to ask follow up questions like, “What numbers would you like to multi-

ply?”. This would allow the agent to manage the conversation until it has extracted

the required information to continue the dialog.

• Contextual data (Data Access and Conversation Context): In the ConvoBlocks

activity, students learn about entity-extraction. The purpose of entity-extraction

is to gather information about the current conversational context. By storing en-

tities, like a person’s name, agents can engage more naturally with humans, reuse

this information later (e.g., by restating the person’s name), and show their under-

standing of the context. Other methods of contextual data access or storage may

involve gathering data about current events or the current weather from internet

sources, for example.

• Testing (Natural Language Understanding): Students encounter testing when us-

ing the “testing interface” in ConvoBlocks, as shown in Figure 4-10. The testing

interface allows students to identify whether agents recognize particular phrases

when end users type or speak them. For instance, students can try entering in

the word “Howdy” to see if their greeting-agent recognizes it. If not, students can

retrain their agent with additional phrases, and test its recognition again. This

pattern of training, testing, retraining and retesting is important to ensure robust

conversational agent systems before deploying them to the world.

• Agent modularization (Data Access and Conversation Context): When devel-

oping with ConvoBlocks, students must enter “invocation names” for their agents.

Invocation names are unique identifiers, which allow Alexa systems to identify the

particular agent (or “Alexa Skill”) end users are trying to access. Different agents

have different abilities; for instance, one agent may know how to respond to the

question, “What’s App Inventor’s mascot?”, whereas another agent may not. Fur-

thermore, different agents may react differently to the same phrase. For instance,
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when asked, “Where are you located?”, one agent might respond with, “Our offices

are located at 32 Vassar Street in Cambridge”, whereas another agent might re-

spond with, “Second star to the right, and straight on till morning”. In this way,

agents are modularized, and cannot access information or abilities of other agents,

unless that data is intentionally shared (e.g., through cloud computing).

• Device access (Data Access and Conversation Context): When creating agents

with ConvoBlocks, students must click a button to “Send updates to Amazon”.

When this occurs, ConvoBlocks sends the programmed information to Amazon

Web Services, which enables various devices to access the agent. This does not allow

any device to access the agent (e.g., Siri, the Google Assistant, and the developer’s

friend’s Alexa app will not be able to access it); however, all Alexa-enabled devices

associated with the developer’s Amazon account will be able to access the agent.

Through this experience, students learn that agents must be deployed to particular

devices or locations (e.g., an Alexa device, a Google home device, the world wide

web) in order for end users to access them.

• Cloud computing (Data Access and Conversation Context): Students encounter

the idea of cloud computing in two different ways during the ConvoBlocks activity.

The first is when students send their agents to the Amazon Web Services cloud,

which allows them to speak with their agent in the ConvoBlocks interface or on

any Alexa-enabled device. They also encounter this idea when they use CloudDB

to store information. The mobile apps and agents they created with ConvoBlocks

can access this information from where they stored it in the cloud. Students learn

how the cloud enables cross-device communication and data access.

• Text-based interaction (Human-Agent Interaction): With the ConvoBlocks’ test-

ing interface, as shown in Figure 4-10, students can interact textually (or through

speaking) with their agents. Students may notice how textual input tends to have

higher accuracy than voice input, as voice input must go through the speech recog-

nition process. The concept of text-based vs. voice-based interaction is explored

further in the Convo activity.

• Voice-based interaction (Human-Agent Interaction): The typical interaction

mode with ConvoBlocks-developed agents is through speaking with Alexa. Stu-

dents discuss the pros and cons of voice-based interaction, including how speech is
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very efficient and natural, but can be inaccurate. The concept of voice-based vs.

text-based interaction is explored further in the Convo activity.

• Multimodal interaction (Human-Agent Interaction): Students develop mobile

apps that can interact with their voice-based agents during the ConvoBlocks activ-

ity. They discuss how multimodal interactions like these can be helpful for visibility

of the system status (e.g., by showing the conversation history), for including those

who have hearing difficulties (e.g., by enabling visual output), and for making a

more engaging experience (e.g., by showing images on-screen).

Figure 4-15: Slides from the final project presentation in the ConvoBlocks activity, en-
couraging students to consider creating socially useful agents, and use the unique capa-
bilities of mobile devices and agents.

By enabling multimodal interactions (i.e., voice and touch-screen interactions) and

discussing the benefits of visualizations as well as speech-interaction, students learn about

the design recommendations, “G1: Visibility/Feedback of System Status” and “G9: Al-

lowing Users to Recognize and Recover from Errors”. Applications that visualize agent

conversations in addition to vocalizing them allow end users to better understand agents’

goals and system status, and observe and recover from erroneous speech recognition.

Students also learn about the design recommendation, “G7: Flexibility and Efficiency

of Use” in the ConvoBlocks activity. For example, students can allow agents to recognize

entities at various times, which increases the the flexibility of the conversation. Students
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may program agents to recognize entities both during initial intent recognitions and in

follow-up questions. Table 4.2 shows how the ConvoBlocks activity addresses these design

guidelines.

4.2.3 Summary of the ConvoBlocks Analysis

Through the ConvoBlocks activity, students can learn the conversational agent concepts

outlined in Table 4.4. They can also learn the conversational agent design best practices

outlined in Table 4.2.

4.3 Activity 3: Convo

Convo is a voice-based system embedded in an online web interface allowing users to de-

velop computer programs by conversing in natural language with a conversational agent.

Teaching resources for the Convo activity can be found in Appendix G and the Convo

code repository can be found on GitHub [204]. A programming interaction with Convo

may go something like the following example. It involves a fictional student, Vanessa,

who would like to teach her toddler nephew about different animal sounds.

[Vanessa opens up the Convo website, imagining a game where her nephew, Theo, says an

animal name, and Convo repsonds with its sound.]

Vanessa: Convo, can you create a procedure?

Convo: What do you want to name the procedure?

Vanessa: Animal sounds

Convo: I created a procedure called Animal Sounds. What would you like it to do first?

[Vanessa pauses. She’d like to make the agent repeatedly ask for animal names, but she

isn’t sure how. She notices an example phrase in the sidebar, though, that says

"Create a loop", which sounds about right.]

Vanessa: Create a loop

Convo: Okay, when would you like the loop to end?

Vanessa: Until I say ’stop’

Convo: What would you like to do in the loop?

Vanessa: Get user input and save it as ’animal’

Convo: What would you like to do next?

Vanessa: If ’animal’ is ’dog’, play the dog sound

[Vanessa then proceeds to make conditionals for other animals, including cats, horses,

and cows. She then closes the loop and finishes the procedure by saying, "Done".
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Table 4.4: List of new conversational agent concepts the ConvoBlocks activity teaches,
organized by concept category. Note that concepts in square brackets were taught in
previous activities, but further built upon in this activity.

Category Concept

Natural Language
Understanding

Large language models

Transfer learning

Intents

Entities

Training

Testing

Conversation Representation Event-driven program representations

Dialog Management

Events

Entity-filling

Conditions

Data Access and
Conversation Context

Contextual data

Agent modularization

Device access

Cloud computing

Human-Agent
Interaction

Text-based interaction

Voice-based interaction

Multimodal interaction

[Speech synthesis]

[Speech recognition]

[Societal impact and ethics]
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Next, she opens up Convo’s intent-training page and types in different phrases for

a "get animal sound" intent, like "What do cows say?". She highlights animal

names, like "cows", defining them as entity examples, similar to what is shown in

Figure 4-17. Once she finishes, she returns to speaking with Convo.]

Vanessa: Connect the "animal sounds" procedure to the "get animal sound" intent.

[Satisfied with her program, Vanessa finds her nephew, Theo, and tells him to ask

Convo about different animals.]

Theo: Dog noise

Convo: [Plays an audio file that barks excitedly]

Theo: Horse sound

Convo: [Plays an audio file with a long whinny]

[Theo and Vanessa laugh together as the whinny concludes.]

This system is similar to the Zhorai activity in how the interaction involves speaking

with a conversational agent, like how “Morgan” and Zhorai interacted in Section 4.1. It is

similar to the ConvoBlocks activity in its goal to empower users to develop new conversa-

tional agents, like how “Sheila” developed a talking storybook agent in Section 3.1. This

tool aims to teach similar concepts to those taught with Zhorai and ConvoBlocks, and

additionally dives deeper into how natural language processing occurs. In this section,

I describe the platform and educational materials. Much of this information, as well as

results from two studies with Convo and K-12 students, can be found in our papers

[190, 215].

4.3.1 The Convo Platform

We designed the Convo system to support both voice- and text-based conversations.

These conversations enabled three main tasks—program creation, program editing, and

system feedback—through natural language. To illustrate, users might say, “Create a

variable” and the system would reply, “What do you want to call the variable?”, and

so on, until the program is complete (e.g., see Figure 4-16). The user may then ask to

execute the program or to go back and edit. If the user tried a command that was not

understood, the system would respond appropriately (e.g., “I didn’t quite catch that.

What action did you want me to add?”). We describe more of Convo’s abilities and

example conversations in our papers [215, 190] and associated appendices [187].

The main additional concept the Convo activity introduces is how natural language

processing can occur in different ways. Specifically, the activity introduces the idea of
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Figure 4-16: The advanced stage of the first user study with Convo. This page includes
both a record button and text box for input [190].

constrained versus unconstrained natural language. With constrained natural language,

users must say relatively specific preprogrammed phrases in order for the system to

understand. In Convo’s case, we implemented this with regular expression matching

[35]. For example, with constrained natural language, if the user says, “Make a procedure”,

the system will match it to the expression, "(?:make|create)(?: a)?(?:new)? (?:procedure|

program)(?: (?:called|named)(.+))?\$" [204], but if the user says, “Start a new procedure”,

the system will not recognize it.

With unconstrained natural language, users can say nearly anything to the system,

and the system will attempt to classify what the user said into one of its program-

ming actions. In Convo’s case, we implemented this using a BERT-based classification

model. For example, with unconstrained natural language, if the user says either, “Make

a procedure” or “Start a new procedure”, the system will classify them both into the

create_procedure intent due to its pretrained language model that can generalize across

phrases.
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Convo uses constrained (regular expression) natural language processing when users

program conversational agents (as in Figure 4-16). The system uses constrained natu-

ral language here to reduce the potential for misclassification of phrases, since computer

programming requires very precise language. Convo uses unconstrained (machine learn-

ing, classification-based) natural language processing when end users are engaging with

the agents users developed. This is due to the less precise, conversational nature of the

developed agents. Users train these unconstrained, BERT-based agents using the GUI

shown in Figure 4-17. As described in our paper [215], we developed curriculum for

three-day workshops to teach students the trade-offs of constrained and unconstrained

natural language, as well as other fundamental conversational agent concepts.

Figure 4-17: The Convo GUI containing training data a user inputted to teach Convo
how to recognize when someone wants to add two numbers together. This training process
is similar to the process in ConvoBlocks, which uses transfer learning. The phrases (left)
are example inputs users can enter to trigger the “addition” intent. The two entities
(right) are the two pieces of information (in this case, numbers) Convo can learn to
extract from intent phrases. Convo is able to generalize across natural language using
a BERT-based model, and recognize phrases that are not necessarily in the given intent
phrases (e.g., “give me nine plus two”) [215].

System Design

Convo’s natural language programming system consists of four system modules: the

voice-user interface (VUI), natural language understanding module, dialog manager, and

program manager, as shown in Figure 4-18. The VUI receives and transcribes voice input

into text using Google’s Cloud Speech-To-Text API [61] (if in a voice mode) and has a

text box input (if in a text mode). The transcribed text is displayed on screen and sent
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to the natural language understanding module, which uses a regular expression-based

semantic parser to determine intent and extract semantic information [190].

Once the natural language understanding module extracts the information, it sends

the intent to the dialog manager, which keeps track of the conversation, system- and

user-goals, and agent state; sends program-related information to the program manager;

and generates appropriate responses. Convo shows the responses on screen and (if in

voice mode) speaks them back to users using Google’s Speech Synthesis API [60]. The

program manager stores actions users specify for their program using a special program

representation that can be converted to other formats (e.g., JavaScript, Python).

Figure 4-18: The four system modules Convo uses to create programs: the Voice User
Interface (VUI), Natural Language Understanding (NLU), Dialogue Manager (DM), and
Program Editor (PE) modules.

Users can train Convo to recognize phrases by providing a number of examples

and performing transfer learning, similar to how they train agents in the ConvoBlocks

activity. After this training process, users can then link programs they develop to the

trained phrases. For example, users might train Convo to recognize phrases similar to,

“What’s five plus three?”, and then link a program that computes addition to this phrase.

When an end user says a similar phrase, Convo identifies the intent of the phrase (which

in this case is linked to the “addition” program), and extracts entities (in this case, two

numbers, like “five” and “three”) using a BERT-based, fine-tuned large language model

[215]. It then runs the associated program in Python using the entities extracted from

the intent phrase. Figure 4-17 shows example training data for such an “addition” intent.
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4.3.2 Convo Activity Analysis

Similar to the ConvoBlocks activity, the Convo activity consists of interactive lectures

and group discussions about the “Big 5 AI Ideas” [178] and conversational AI; conversa-

tional agent development tutorials; and final projects. The Convo activity emphasizes

different methods of natural language understanding, including constrained vs. uncon-

strained natural language. I describe the activity and the main conversational agent

concepts involved in the curriculum in the sections below. More information about our

design goals, development process and implementation of Convo, and the associated

activity can be found in our papers and associated appendices [190, 187, 215, 216].

Lectures and Group Discussions

In this part of the activity, students listen to presentations by workshop facilitators and

engage in group discussions. The presentations focus on how the “Big 5 AI Ideas” apply

to conversational AI, how Convo works, and the differences between constrained and

unconstrained natural language processing. Figure 4-19 shows a few of the presentation

slides.

The Convo curriculum includes all of the natural language concepts developed in the

ConvoBlocks activity (large language models, transfer learning, intents, entities, training,

and testing). The main additional concept includes constrained vs. unconstrained natural

language, as described below.

• Constrained vs. unconstrained natural language (Natural Language Un-

derstanding): In the Convo activity, students learn about how different types of

natural language processing can be more appropriate for different applications. For

example, when using Convo to program agents, intent recognition accuracy is very

important. For instance, developers might become frustrated if Convo consistently

misrecognizes “create a procedure” as “create a repeater”, and every procedure be-

comes a loop. In this case, constrained natural language may be more appropriate

than unconstrained. Constrained natural language generally has a higher recog-

nition accuracy than unconstrained, as only pre-programmed, specific phrases are

identified and recognized (e.g., through regular expression matching). On the other

hand, with unconstrained natural language, the agent will attempt to recognize

any phrase (e.g., through machine learning classification), but may not have as
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Figure 4-19: Slides from the Convo curriculum. The top-left slide describes conversa-
tional AI in terms of the “Big 5 AI Ideas” [178]. The top-right slide introduces the concept
of constrained natural language processing, and which sentences (in green) would be rec-
ognized by an constrained natural language “instruction manual”. The bottom-left slide
describes a number of advantages and disadvantages of constrained vs. unconstrained
natural language. The bottom-right slide places various systems on a constrained vs.
unconstrained spectrum. Additional slides can be found in Appendix G.

high recognition accuracy. Unconstrained natural language may be more appropri-

ate for a social bot, as end users may value being able to say nearly anything to

the bot over how accurately the bot understands. For instance, with a social bot,

users may have more patience for an agent that misrecognizes their favorite food

as “delicious falafels” instead of “chicken and waffles”, since this does not have as

significant consequences as when programming.

The concept of constrained vs. unconstrained natural language is related to a number

of design recommendations, including, “G3: User Control and Freedom”, “G5: Prevent-

ing User Errors”, and “G7: Flexibility and Efficiency of Use”. With constrained natural

language, user freedom and flexibility of use decrease, as the system will only understand

certain phrases. However, with an unconstrained natural language system, and with

increased training, freedom and flexibility increase, as the system will attempt to under-

stand nearly any phrase. As students add further training data and continue training

their agents, their agents become better at understanding wide-ranging diction, prevent-
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ing more user errors. Thus, through learning about constrained vs. unconstrained natural

language, students can also learn about the G3, G5 and G7 design recommendations.

Tutorials and Final Projects

In the Convo activity, students complete two tutorials and develop final projects in

groups. Students work in groups, since the Convo system has a limited number of

GPUs for training. This introduces students to networking concepts, as well as hardware

limitations in the cloud. Similar to the ConvoBlocks activity, the first tutorial involves

training the system to recognize greeting and farewell intents. Students enter in train-

ing examples for both intents, as shown in Figure 4-20. They also program associated

procedures by having a natural language conversation with Convo. Their programming

enables Convo to respond with, “nice to meet you!”, or “see you later”, depending on the

end user’s given intent. An example of this natural language programming is shown in

Figure 4-21.

Figure 4-20: The Convo interface, showing two intents, including a greeting and farewell
intent, and their associated training examples or “intent phrases”.

For the second tutorial, students create a weather agent, in which end users can ask

about the weather in different cities. Students accomplish this through using a location
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Figure 4-21: A natural language conversation with Convo, in which the user programs an
agent to say, “nice to meet you!”, and connects this procedure to the intent event named,
“greeting”. If an end user says something like, “hello” or “hi”, the agent will respond with,
“nice to meet you!”.

entity, and an if-statement. The entity enables Convo to identify the city end users

ask about, and the if-statement enables Convo to respond differently depending on the

identified city. Figure 4-22 shows the intent with its location entity.

This part of the activity builds on a number of the concepts from the ConvoBlocks

activity. It also introduces the concepts of conversation state and task- vs. non-task

oriented, as described below.

• Conversation state (Dialog Management): When in programming mode, different

events cause Convo to change state and answer developers’ phrases differently. For

example, if Convo is in its initial “home” state, and a developer says, “Create a

procedure.”, Convo would then begin creating a procedure and switch into its

procedure-creation state. However, if Convo is already in its procedure-creation

state, and the developer says, “Create a procedure.”, it will respond with something
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Figure 4-22: A weather-gathering intent with an associated location entity.

like, “If you’d like to create a new procedure, first exit this procedure and then

create a new one”, and will not begin creating a new procedure. Having different

conversation states allow agents to take different actions in response to the same

intents.

• Task- vs. non-task-oriented (Human-Agent Interaction): Often, agents (or

their actions) are categorized as task- or non-task-oriented. For instance, when

Convo is in programming mode it is engaging as a task-oriented agent, as all of

its actions contribute to completing programming tasks, like creating procedures,

if-statements, or loops. When Convo is executing developers’ programs that are

socially-oriented, like talking to end users about their favorite food, or asking them

how their day is going, it is engaging as a non-task-oriented agent. Developers may

want to make task-oriented agents’ language more concise than non-task-oriented

agents’ language. They also may want to use constrained natural language process-

ing rather than unconstrained.

• Voice-based interaction (Human-Agent Interaction): Students can interact with

Convo by speaking or typing. Students may notice that speaking is generally

more efficient than typing; however, spoken-input is generally less accurate than

text-input [190]. Thus, when programming using Convo students may want to

type; whereas when interacting socially with Convo they may want to speak.

• Text-based interaction (Human-Agent Interaction): Students can interact with

Convo by typing or speaking. Students may notice that typing is generally more

accurate than speaking; however, typed-input is generally less efficient than spo-

ken input [190]. Thus, when programming using Convo they may want to type;
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whereas when interacting socially with Convo they may want to speak.

• Cloud computing (Data Access and Conversation Context): In the Convo ac-

tivity, students complete tutorials in groups, since Convo’s computation resources

are limited. Students learn that when developing agents, it is important to consider

the amount of resources needed to train them. For example, if they do not have

their own GPUs, or limited time using cloud-based GPUs, they may opt to develop

simpler systems, like constrained natural language agents, instead of training-heavy

unconstrained natural language agents.

Similar to Zhorai, the Convo agent itself implicitly teaches a number of the design

guidelines through its design. For example, the Convo system records history con-

versation visually, allowing students to read it again later, if needed. This touches on

the design guidelines, “G1: Visibility/Feedback of System Status” and “G6: Recognition

Rather than Recall”. Convo also addresses G6 through its sidebar, which shows example

programming phrases students could say. This also addresses the guidelines, “G2: Map-

ping Between System and Real World”, “G4: Consistency throughout the Interface”, and

“G10: Providing Help and Documentation”, as it provides example conversation schema

(G2), consistent conventions for speaking with Convo (G4), and help and documentation

(G10).

When speaking with Convo, students may notice how it implicitly confirms actions

it hears from students. For instance, a student might say, “Create a procedure”, and

Convo’s response would be, “What do you want to happen in the procedure first?”,

confirming that it is creating a procedure. This addresses the design guidelines, “G5:

Preventing User Errors” (since it ensures users know when Convo misrecognizes some-

thing), “G8: Minimalism in Design and Dialogue” (since the confirmation is implicit),

and “G9: Allowing Users to Recognize and Recover from Errors”. Finally, since students

can converse with Convo using either voice or text, they can decide which input method

is better depending on their context (e.g., in a loud coffee shop vs. in a quiet office).

This addresses the recommendation, “A2: Considering How Context Affects Speech In-

teraction”. Thus, Convo’s design provides opportunities for students to learn a number

of the design guidelines, as shown in Table 4.2.

165



Table 4.5: List of new conversational agent concepts the Convo activity teaches, orga-
nized by concept category. Note that concepts in square brackets were taught in previous
activities, but further built upon in this activity.

Category Concept

Natural Language Understanding Constrained vs. unconstrained natural language

Dialog Management Conversation state

Data Access and Conversation Context [Cloud computing]

Human-Agent
Interaction

Task- vs. non-task-oriented

[Text-based interaction]

[Voice-based interaction]

4.3.3 Summary of the Convo Analysis

Through the Convo activity, students can learn the conversational agent concepts out-

lined in Table 4.5. They can also learn the conversational agent design best practices

outlined in Table 4.2.

4.4 Activity 4: The Alexa Developer Console

The Alexa Developer Console is a website enabling developers to create Alexa-based

agents. It targets developers who have programming experience, allowing them to code

agents in JavaScript or Python, and train intent and entity recognition through a GUI,

as shown in Figure 4-23 [14]. In this section, I describe the platform and a tutorial-based

activity in which developers create a game-based agent. In future work, the concepts

from this activity could be incorporated into the platforms and associated curricula for

K-12 students, like those in the ConvoBlocks or Convo activities.

4.4.1 The Alexa Developer Console Platform

The Alexa Developer Console allows developers to create agents similar to those devel-

oped with ConvoBlocks. They are event-driven, can be trained to recognize intents and

entities, and run on Alexa-enabled devices. The main additional features include access-

ing webhooks and APIs, and deploying the agents to the Alexa Skills Store [14]. The

web-based interface contains a GUI for training intent- and entity-recognition (shown
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Figure 4-23: The Alexa Developer Console, showing training examples for an intent,
including “year” and “month” entities [12].

in Figure 4-23), an IDE (shown in Figure 4-24), tools for defining other aspects of the

agent, like multimodal responses and monetization, and pages for testing, distributing,

certifying and analyzing the agent.

The general flow for creating an agent with the Alexa Developer Console involves

defining intents and entities, programming responses through JavaScript or Python event

handlers, testing the agent, and preparing it for deployment. Figure 4-25 shows how the

agent processes and handles speech input. More information about the platform can be

found in the Alexa Skills Kit [10].

4.4.2 Alexa Developer Console Activity Analysis

The Alexa Developer Console activity involves web-based tutorials in which developers

learn to create a celebrity guessing-game agent called “Cake Time”, learn many conver-

sational agent design best practices, and deploy their agent to the Alexa Skills Store.

To illustrate the agent developed in this activity, an example interaction is below with a

fictional end user named Joya, who has previously engaged with the agent.

Joya: Launch Cake Time
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Figure 4-24: The Alexa Developer Console, showing JavaScript event handlers in the
web-based IDE. Developers can alternatively use local IDEs and upload their code to the
console [12].

Alexa: Hi night-owl! Welcome back to Cake Time! Ready to guess some more celebrity

birthdays?

[A visual appears on the Alexa app with the words, "Say, ’yes.’", and "Play some Cake

Time".]

Joya: Okay.

Alexa: In what month and year was Awkwafina born?

Joya: Hm, maybe around 1988?

Alexa: Thanks. What month were they born in?

Joya: She was born on my birthday, so in June!

Alexa: Yay! You got Awkwafina’s birthday right! Your score is now 7. Want to try

another?

[The words, "Congratulations!" and "Wanna go again?", appear on the Alexa app.]

Joya: No, I’m done.

Alexa: Goodbye!
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Figure 4-25: An illustration of how Alexa-based agents process information: (1) Through
recording speech, (2) through speech recognition and natural language understanding
models, (3) through event-handlers (often hosted on AWS Lambda), and (4) through
speech synthesis and visual outputs. This diagram is from the Alexa Developer Console
tutorial website [14].

Introduction

The introduction to the Alexa Developer Console activity consists of two main web pages.

The first provides motivation for creating agents and an overview of how to develop

agents. At a high level, it describes a number of the conversational agent concepts from

the previous activities, including agent modularization, events, device access, intents,

speech recognition, speech synthesis, event-driven program representations, and testing.

It also develops the concepts of webhooks and APIs, effective conversation design, and

deployment, which may have been hinted at in previous activities, but are discussed in

detail in this activity. I describe these concepts below.

The second page emphasizes agent design best practices through developing the con-

cept of an agent storyboard, showing video examples of poor agent design, describing

well-designed agents, and listing design principles. This activity addresses nearly all of

the design recommendations found in Table 4.2. For example, by describing the impor-

tance of enabling end users to cut through information hierarchies quickly, it addresses

“G7: Flexibility and Efficiency of Use”, “G8: Minimalism in Design and Dialog”, and

“G3: User Control and Freedom”. It also addresses “G1: Visibility/Feedback of Sys-

tem Status” by describing how providing multimodal interactions (e.g., with touch, text,

169



graphics, animations or videos) can provide useful feedback to end users. By emphasizing

the importance of developing friendly, upbeat and helpful agent personas, it addresses,

“DR-U2: Design conversational agent personas to foster appropriate partner models”. It

also describes how end users should always be able to use agents without these multi-

modalities, addressing, “A2: Considering How Context Affects Speech Interaction”, since

end users’ situations may prevent them from multimodal interaction. Table 4.2 shows

the rest of the design recommendations the activity addresses.

The following list describes contextual examples of the main concepts touched on in

the introduction.

• Webhooks and APIs (Data Access and Conversation Context): With the Alexa

Developer Console, developers can add many features to their agents, including IoT

connections, content feeds, music, and server queries. They can do so through APIs

and webhooks. For instance, if a developer wanted to create an agent to control

smart home devices, they could use the Smart Home Skill API, which enables inter

device communication. Through the Alexa Developer Console activity introduction,

developers learn about how APIs can enable agents to request information or other

devices to take action. Later in the activity, developers learn how to access the

Alexa Settings API to retrieve the current time and adjust agents’ responses based

on the results of the retrieval.

• Effective conversation design (Human-Agent Interaction): The introduction to

the Alexa Developer Console activity recommends planning agent designs before

writing code, outlines five main conversation design guidelines, and illustrates ex-

amples of effective and ineffective conversational agent designs. Developers learn

how the five guidelines, “Stay close to Alexa’s persona”, “Write for the ear, then

for the eye”, “Be contextually relevant”, “Be brief”, and “Write for engagement to

increase retention”, can help them create more usable and engaging agents [14].

These guidelines align with many of the agent design recommendations from other

literature, as shown in Table 4.2.

• Storyboards (Conversation Representation): To design effective conversational

agents, the Alexa Developer Console activity recommends creating storyboards.

Storyboards show a user’s progression through dialog with an agent, including their

responses, the contextual data the agent has stored, the agent’s response, and any
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questions the agents ask. For example, one storyboard frame might show how the

agent knows the user’s favorite song is “Never Gonna Give You Up” by Rick Astley,

how the user stated, “Play my favorite song”, and how the agent will respond with

“Can you confirm that you’d like to be Rickrolled?”. Storyboards are especially

effective as design tools since they are user-centric and provide detailed information

about the user’s conversation, unlike flowcharts or graphs, for instance. Figure 4-26

shows an example conversation turn in an agent storyboard.

• Deployment (Human-Agent Interaction): In the introduction to the Alexa Devel-

oper Console activity, developers learn they can certify and publish their agents to

the Alexa Skills Store. Unlike ConvoBlocks, which only allows developers them-

selves to access agents they designed, the Alexa Skills Store allows anyone to dis-

cover and interact with developed agents. Enabling anyone to use an agent comes

with ethical and legal responsibilities. Thus, this process requires thorough distri-

bution preparation and certification review, as described later in the activity.

• Speech Recognition (Human-Agent Interaction): The Alexa Developer Console

activity provides additional detail about speech recognition, building on the concept

first introduced in the Zhorai activity. Commercial systems, like Alexa- Siri- and

Google-assistant-enabled devices, first listen for a “wake word”, like “Alexa”, “Hey

Siri” or “Okay Google”. Once the device recognizes the wake word, it starts record-

ing users’ commands. It then attempts to recognize the specific agent’s unique

identifier (i.e., the “invocation name”, like “Favorite Song Player”), one of the in-

tents associated with the specific agent (e.g., “Play my favorite song tomorrow at

9 AM”), and any additional entities (e.g., “tomorrow” and “9 AM”). Typically, the

system performs the wake word recognition on the local device, whereas it performs

the invocation name, intent, and entity recognition in the cloud.

• Multimodal interaction (Human-Agent Interaction): The Alexa Developer Con-

sole activity builds on the concept of multimodal interaction from the ConvoBlocks

activity. For instance, developers can add visual text, graphics, interactive forms,

animations, videos, and IoT interactions among other multimodal features, to aug-

ment the conversation. The activity materials note the importance of ensuring

end users can use agents purely by voice; however, they also note how agents with

multimodal (i.e., not purely voice) features are highly engaging [14].
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• Device Access (Data Access and Conversation Context): The ConvoBlocks activ-

ity develops the concept of how end users can access agents on particular devices.

The Alexa Developer Console builds on this idea and describes how agents on par-

ticular devices can access other devices. For instance, an agent running on the Alexa

app could turn on a smart lamp, if the end user had given the agent access to the

lamp through their Wi-Fi. Alexa-based agents can access devices through Wi-Fi,

APIs, Bluetooth and other local and network connection methods [13]. Developers

learn how they must program these types of connections into their agents, and end

users must allow access to their devices for agents to access them.

Figure 4-26: An example conversation turn from a storyboard in the Alexa Developer
Console activity [14]. By combining multiple storyboard turn represenations together,
developers can create a full storyboard to help envision how a conversation might progress.

Part 1: Agent-building Tutorial

In Part 1 of the Alexa Developer Console activity, developers begin creating a game-based

agent. With this version of the agent, the end user begins a conversation, the agent asks

them if they would like to play a game, and if they agree, the agent asks when a randomly

selected celebrity was born. If the end user provides a month, but not a year, the agent

asks for the year (and vice versa). Once the agent has both the month and year entities,

it asks if the end user would like to guess again. In the next portion of the tutorial,

developers enable the agent to determine whether the end user guessed correctly. Figure

4-27 shows an example conversation with the agent from Part 1.

In this portion of the activity, developers encounter many of the concepts developed
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Figure 4-27: The Alexa Simulator on the Alexa Developer Console showing dialog from
the agent developed in Part 1 of the tutorial.

in previous activities, including cloud computing, agent modularization, intents, entities,

event-driven program representations, training, testing, entity-filling, text-based interac-

tion, voice-based interaction, multimodal interaction and events. The following list de-

scribes the concepts which the activity extended further.

• Event-driven program representations (Conversation Representation): In the

Alexa Developer Console activity, developers program event handlers in JavaScript

or Python. This builds on the concept of event-driven program representations

developed in the ConvoBlocks activity, in which the representation included visual

blocks instead of text-based languages. In both cases, the structure of the represen-

tation includes an event definition (e.g., recognition of an intent) and a handler. The

handler may include spoken, textual or multimodal responses; accessing webhooks

or APIs; or computations, among other programmed reactions.

• Training (Natural Language Understanding): In the Alexa Developer Console ac-

tivity, developers learn how to train agents for realistic conversations. The activity

recommends including filler words in training examples, like “oh”, “like”, and “you

know”, and other phrases not often included in formal writing, but often spoken.

For instance, one useful (albeit informal) training example might be, “Okay, I think

she was born in June of 1990”. Another might be, “I’d guess, like, June 1990”. By
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training with many realistic examples like these, agents can become much more

robust in their natural language understanding.

• Entity-filling (Natural Language Understanding): The Alexa Developer Console

activity presents a method of entity-filling called, “auto-delegation”. This method

involves defining follow-up questions, which are automatically asked if an entity is

unfilled. For example, if an agent needs to collect both a month and a year entity,

and the end user only states, “1992”, with auto-delegation, the agent would prompt

the end user for the month (e.g., “And in which month?”) before sending the entity

data to the event handler.

Part 2: Memory and API Tutorial

In Part 2 of the Alexa Developer Console tutorial, developers learn how to store contextual

data. For example, they enable their game-based agent to record end users’ names, their

scores, the number of times they have launched the agent, and which questions the agent

has asked them. They also enable their agent to access the current time using an API.

By the end of Part 1, the agent gives a different greeting depending on the number of

launches and time of day, and checks to ensure it does not repeat any quiz questions.

This part of the activity extends the contextual data concept, as described below.

• Contextual data (Data Access and Conversation Context): In the Alexa Devel-

oper Console activity, developers learn about how there are three different types of

contextual data. The first type, “request” data, is ephemeral and disappears after

the agent completes the request or turn with the end user. For instance, one piece

of request data might be the particular question the agent asked the end user, so

it can correctly check the answer. The second type, “session” data, lasts for the

entire session an end user is interacting with the agent, but disappears once the end

user stops interacting. For instance, this might be a restaurant an end user wants

to order from in one session (but does not necessarily want to repeat this order

next time). The final type, “persistent” data, remains stored after the end user

stops interacting with the agent. For instance, this might include the scores and

names of multiple different end users, so that they can each access a leaderboard

with scores from other sessions. With these three different types of data, agents

can contextualize the conversation and recall long-term information while updating
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other information per-session.

This portion of the activity also addresses two design considerations: “G5: Preventing

User Errors” and “G9: Allowing Users to Recognize and Recover from Errors”. Specifi-

cally, it addresses G5 through discussing how to prevent errors when end users provide

unusual answers, like “Novemberish” for a month entity or a number longer than four

digits for a year entity. For G9, the activity describes how developers can program their

agents to ask questions to help the user recover from errors and rectify different situa-

tions. For example, if the end user has provided a month and year as an answer, but

the agent has not provided a question yet, the developer can program the agent to ask

something like, “I’m sorry, I’m not seeing an active question right now. Would you like

a new question?”. Table 4.2 shows how the Alexa Developer Console activity addresses

these design guidelines.

Part 3: Distribution Tutorial

In the final part of the Alexa Developer Console activity, developers learn how to deploy

their agents to the Alexa Skills Store. They can do this publicly, only for specific business

organizations, or as a beta test. They also learn the requirements for publication, how

Amazon validates and tests their agents, and how they can roll-back their agents to

previously certified versions, if the latest published version contains bugs. A description

of the concept of deployment in this tutorial, extended from the introduction’s description,

is below.

• Deployment (Human-Agent Interaction): As mentioned in the introduction anal-

ysis, the Alexa Developer Console enables developers to publish their agents on

the Alexa Skills Store. Later in the activity, developers learn the requirements

for publication. This includes ensuring the agent meets privacy, security, policy,

protected information, functional and other requirements. Through this activity,

developers learn how deploying agents for public use holds them—as well as other

stakeholders, like Amazon, for instance—to higher ethical and legal standards than

when creating agents only for personal use.

When learning about the concept of deployment, developers set up privacy and com-

pliance measures for their agents and provide end users with transparent descriptions

about the agent, including whether it collects personal information, targets children,
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Table 4.6: List of new conversational agent concepts the Alexa Developer Console activity
teaches, organized by concept category. Note that concepts in square brackets were taught
in previous activities, but further built upon in this activity.

Category Concept

Natural Language Understanding [Training]

Conversation
Representation

Storyboards

[Event-driven program representations]

Dialog Management [Entity filling]

Data Access and
Conversation Context

Webhooks and APIs

[Device access]

[Contextual data]

Human-Agent
Interaction

Deployment

Effective conversation design

[Speech recognition]

[Multimodal interaction]

contains advertisements, and contains items for purchase. This addresses the design

recommendation, “A1: Ensure Transparency/Privacy”, as shown in Table 4.2.

4.4.3 Summary of the Alexa Developer Console Analysis

Through the Alexa Developer Console activity, students can learn the conversational

agent concepts outlined in Table 4.6. They can also learn the conversational agent design

best practices from Chapter 2 and 3, as outlined in Table 4.2.

4.5 Activity 5: Dialogflow

Dialogflow enables developers to create agents for Google Assistant devices. Google has

two main development platforms: Dialogflow ES [63], which is very similar to the intent

based Alexa Developer Console platform, and Dialogflow CX [62]. Dialogflow CX provides

a unique method of agent development using state machines, and allows developers to

access advanced features, including what they call “flows” and “pages”, as described in
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Section 4.5.1 [62]. Note that due to the similarities between Dialogflow ES and the Alexa

platform analyzed in Section 4.4, I only analyze Dialogflow CX in this dissertation to

avoid repetitiveness. Also note that when I use the term, “Dialogflow”, I am referring to

Dialogflow CX.

To illustrate the final agent developers create in the Dialogflow activity, I provide

an example conversation below, in which a fictional end user—and avid capture-the-flag

player—orders a shirt.

[Elise, an enthusiastic capture-the-flag player, needs to order a yellow shirt for her

championship game on Saturday. A player from the Red Hawks tore her last shirt

while she was speeding into enemy lines, and she couldn’t be a part of the

Marigold Mavens without a trusty yellow t-shirt!]

Elise: Hi there

Dialogflow Agent: Hi! I’m an agent that orders shirts. How can I help?

Elise: Where is your physical store located?

Dialogflow Agent: You can find us at 484 Zorilla Street, Vancouver.

[Elise realizes this is quite a trek, and at 8 PM, she’s not sure she’d make it in

time for closing.]

Elise: What are your hours?

Dialogflow Agent: We’re open until 9 PM on weekdays.

Elise: Can I order a shirt online?

Dialogflow Agent: Ok, let’s start a new order. I’d like to collect a bit more

information about the order. What size shirt?

Elise: Small

Dialogflow Agent: I’d like to collect a bit more information about the order. What

color shirt?

Elise: Yellow

Dialogflow Agent: Ok, so you’d like a small yellow shirt. You can pick up your order

for a small yellow shirt in two days. If you need to, you can cancel your order

within 24 hours. Thanks for making a t-shirt order!

[Elise sighs with relief. Her next game isn’t until Saturday, which is three days

away. She would make it, and the Marigold Mavens would win the day!]

In the Dialogflow activity, developers create this agent through defining a state ma-

chine with intent based transitions, as described in the following sections. In future work,

the concepts from this activity could be incorporated into the platforms and associated

curricula for K-12 students, like those in the ConvoBlocks or Convo activities.
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4.5.1 The Dialogflow Platform

The Dialogflow platform allows users to develop agents similar to those using Con-

voBlocks, Convo, and the Alexa Developer Console, as described in Sections 4.2, 4.3

and 4.4. These agents use natural language processing to classify intents and extract en-

tities. Dialogflow additionally allows users to develop state machines to organize agents’

conversational flow. These state-machine-based agents consist of basic building blocks

called “flows” and “pages”.

Flows define particular conversational paths end users might take. For instance a

clothing store agent might have three flows: one for orders, another for returns, and

another for exchanges. Pages define states in which agents are collecting particular infor-

mation. For instance, the clothing store agent might have a page in the “order” flow for

collecting information about the type of clothing the user wants (e.g., shirt, hat, shoes,

etc.), another page for collecting information about the style of the piece of clothing (e.g.,

vintage, casual, bohemian, etc.), and a final page for collecting the size of the piece of

clothing.

With agents developed using ConvoBlocks, Convo, and the Alexa Developer Console,

all intents and entities are top-level, meaning they can be accessed at any time. With

Dialogflow agents, however, intents and entities are associated with specific pages and

flows. This allows for scoping of the intents, as end users can only access them when

the relevant flow is active and the relevant page is accessible, as shown in the example

conversation in Figure 4-28. This can help reduce misclassification of intents, since there

are fewer intents for the natural language processing module to choose from at any given

time. Nonetheless, there is a tradeoff with this reduction of misclassification, as it may

also reduce the flexibility of the system: End users may not be able to ask about a

different topic in the middle of a conversation, if it is not included in the current flow.

This increases the complexity of designing conversational agents, as developers must

consider how to best scope the conversation.

4.5.2 Dialogflow Activity Analysis

Dialogflow’s educational materials involve videos introducing the system, setup instruc-

tions, and an example tutorial showing how to develop a clothing-order agent [173]. I
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Figure 4-28: An example conversation in which an end user tests the clothing store agent
that developers create in the Dialogflow tutorial. In the first turn, the agent tries to collect
information about the size of a shirt, but the end user invokes the greeting intent. The
agent then repeats its greeting and question about shirt-size, but the end user responds
with the color of the shirt. The agent repeats its question again, and the end user provides
the size. Finally, the agent asks about the color of the shirt and the end user responds
with a color, and the agent confirms the end user’s order. When the end user initially
responds with a color to the agent’s question about size, the agent does not recognize
the color since the color intent was out of scope at that point in the conversation. This
is due to flow and page modularization.

outline the major concepts taught through these materials throughout the following sub-

sections and summarize them in Table 4.7.

Introductory Videos

Dialogflow’s introductory videos are clearly intended for experienced software developers,

as they highlight how the system allows for versioning, working across multiple teams, and

advanced analytics. They also underscore how Dialogflow can facilitate the development

of complex conversational agents. Without going into detail, the videos highlight concepts

fundamental to developing Dialogflow agents, including “flows”, “pages” and “state-based

data models”, in the context of an e-commerce agent. The setup and tutorial materials

elaborate on these concepts.
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The following list outlines specific conversational agent concepts mentioned in the

introductory videos, provides contextual examples from the Dialogflow materials, and

links the concepts to the conversational agent concept themes described in Table 4.8.

I incorporate these concepts and examples into the conversational agent framework in

Table 4.7.

• State machines (Dialog Management): Developers encounter state machines in

Dialogflow when they create different “flows”. These flows are depicted as directed

graphs, or flowcharts with rectangles connected by arrows. The rectangles are

the “pages” or conversational states in the state machines. As shown in Figure

4-29, one of the rectangles might represent an “Edit Order” conversational state,

where the agent asks the user what type of pizza they would like. The arrows are

the “transitions”, which are typically triggered by user input; for example, when

a user says, “I would like a pineapple pizza”, the agent might transition to the

“Confirmation” state, and respond with, “Are you sure you want pineapple on your

pizza?”. States and transitions are the building blocks of state machines, and are

used in Dialogflow to manage conversational flow.

• Flow and page modularization (Data Access and Conversation Context): De-

velopers encounter modularization of conversation with “flows” and “pages” in Di-

alogflow. Both flows and pages are reusable, compartmentalized pieces of conver-

sation. Specifically, pages are conversational states or situations in which end users

can respond with specific intents. In this way, pages encapsulate intents, preventing

these intents from being accessed at any time in the conversation. If pages are spe-

cific situations in a conversation, flows are chunks of pathways in the conversation

that connect these situations.

Furthermore, flows encapsulate pages and the transitions between these pages, pre-

venting pages from being accessed at any time in the conversation. For instance, if

an end user was in the middle of a pet-store agent’s flow about setting up a time to

meet a cat, and they tried to access a dog-flow instead (e.g., by saying something

like, “Actually, I want to know about dogs”), the agent would not understand. This

is because—even though the agent would recognize this phrase in other contexts—

the cat flow’s scope does not include intent recognition for dog-related phrases.

Thus, through preventing access to pages and intents at any time, and storing the
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current conversation state, Dialogflow scopes and manages conversational context.

Figure 4-29: (a) An example representation of four flows, the “Default Start Flow”, a
“Customer Information” flow, a “Food Order” flow, and a “Confirmation” flow. (b) Within
the “Food Order” flow, a user might develop pages (e.g., “Edit Order” page, “Add Pizza”
page, “Add Drink” page, etc.). These diagrams are from Google’s Dialogflow Guides [173].

Setup Instructions

The setup instructions again emphasize how the Dialogflow platform is intended for ex-

perienced developers. To begin, developers create a Google Cloud Project, set up billing,

enable the Dialogflow API, and set up authentication for their project. This step high-

lights the cloud-based nature of current commercial conversational agents. In order for

agents to be accessible, they must be stored somewhere accessible—ideally with con-

stantly available computing resources—like the cloud. This builds on the concept of

cloud computing first introduced in the ConvoBlocks activity (in Section 4.2). I describe

a contextual example of cloud computing in the Dialogflow activity below.

• Cloud computing (Data Access and Conversation Context): In order to develop

agents in Dialogflow, developers first set up a Google Cloud Project. This enables

their agents to be run and accessed through the cloud. For example, a developer

working for a clothing store might set up an agent on the Google Cloud and en-

able the clothing store’s personal servers to communicate order delivery dates to the

agent. Many current commercial agents, including Siri, Alexa, and the Google assis-

tant, are deployed on the cloud. To communicate with local devices, the agent’s code

running on the cloud uses application programming interfaces (APIs), or special

commands that both the cloud software and local device software understand. De-

velopers encounter the concept of APIs in Dialogflow when setting up their Google
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Cloud Project.

Agent Development Tutorial

The Dialogflow agent tutorial begins by directing developers to a page with definitions,

including definitions for flows, pages, state handlers, entities, and intents, among other

conversational AI related terms. After this, it guides developers through creating a

clothing store agent. Figure 4-28 shows an example conversation with this agent.

The agent contains a single flow for gathering information about the store and order-

ing a shirt. The Dialogflow interface represents the agent being developed as a directed

graph, as shown in Figure 4-30. Through creating a conversational agent in this en-

vironment, developers learn how to create new pages, associate intents, define entities,

create transitions, and test agents. They also learn they can train their agent to rec-

ognize negative examples to reduce errors and enable conversation repair, among other

conversational agent concepts. The following list describes contextual examples of main

concepts touched on in the tutorial.

Figure 4-30: The final state machine or “flow” developed in the Dialogflow activity. The
flow consists of transitions between five pages, including pages for gathering information
about the store, and for ordering a shirt.

• Training (Natural Language Understanding): Developers encounter the idea of

training agents on negative examples in the Dialogflow tutorial. For example, for a

car-booking agent, developers might train the agent to recognize phrases like, “I’d

like to buy a book about cars” (as opposed to a phrase like, “I’d like to book a

car”), as a negative example or a phrase that should not trigger booking a car. By
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training incorrect examples of utterances, agents can learn to better understand

users’ intents.

• Constrained vs. unconstrained natural language (Natural Language Un-

derstanding): In Dialogflow, developers can use regular expressions, which is a

constrained natural language technique, to capture entities. This is useful when en-

tities have specific formats that are more difficult to recognize with unconstrained

natural language techniques. For instance, a developer might want to capture a

flight number, like “AA-484” or “AC-735”, which can be easily described by the

regular expression, [A-Z]{2}-\d{3}, but may be difficult for an agent to recognize

through training.

• Directed graphs (Conversation Representation): Reading conversational agent

code (like the event-driven code blocks that define agents in ConvoBlocks) can be

confusing—especially when investigating complex agents containing lengthy conver-

sational paths. Dialogflow represents conversational agents through directed graph

representations. This representation emphasizes different conversational states, and

how conversations can transition from one state to another. Figure 4-30 shows a

directed graph representation of a clothing-store agent from the Dialogflow plat-

form. In this example, there is a start-state, in which end users can ask about the

store’s location, about the store’s hours, and to place an order. By asking one of

these questions, the conversation transitions to the corresponding state (e.g., the

“Store Location” state) where the agent can respond. Transitions are represented

by one-way arrows and states are represented by rectangles.

• Conditions (Dialog Management): In Dialogflow, developers can add conditions to

prevent or allow agents to transition to another conversational state. For example,

if an end user is ordering a T-shirt from an agent, and the agent does not yet

know the size of the T-shirt, a condition would prevent the agent from moving to

the “order T-shirt” state until it received the required size information. Developers

can implement other conditions too. For example, the agent may not be able to

transition into the “order T-shirt” state until it knows there are T-shirts in stock

via receiving a response from a webhook.

• Deployment (Human-Agent Interaction): Developers can deploy agents to many

different platforms using the Dialogflow API. For example, developers could call the
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Table 4.7: List of new conversational agent concepts the Dialogflow activity teaches,
organized by concept category. Note that concepts in square brackets were taught in
previous activities, but further built upon in this activity.

Category Concept

Natural Language
Understanding

[Training]

[Constrained vs. unconstrained natural language]

Conversation Representation Directed graphs

Dialog
Management

State machines

[Conditions]

Data Access and
Conversation
Context

Flow and page modularization

[Cloud computing]

Human-Agent
Interaction

[Deployment]

[Effective conversation design]

Dialogflow API to create Twitter or Facebook Messenger bots, or Google Assistant

voice-agents.

• Effective conversation design (Human-Agent Interaction): Although effective

conversation design is not mentioned in the Dialogflow tutorial materials, Google

provides secondary guides, including pages for “general agent design best practices”

[174] and “voice agent design best practices” [175]. These guidelines address many

of the design recommendations from Chapters 2 and 4. For example, they address

“G2: Mapping Between System and Real World” by recommending the agent use

speech patterns that enable effective speech recognition, since users tend to mimic

agents [175]. Table 4.2 summarizes which recommendations the materials address.

4.5.3 Summary of the Dialogflow Analysis

Through the Dialogflow activity, students can learn the conversational agent concepts

outlined in Table 4.7. They can also learn the conversational agent design best practices

outlined in Table 4.2.
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4.6 Summary of Concepts, Design Recommendations

and Limitations

In this chapter, I outlined forty conversational agent concepts from agent development

and interaction activities. These concepts aim to teach students how agents work and how

to develop them effectively. They are categorized based on research in agent technology

development [142, 33, 7], AI education [178, 100], and the five related activities described

in this chapter [99, 185, 215, 14, 173], and were reviewed by the MIT Conversational AI

for Kids research team.

I developed this portion of the framework as a starting point for teaching the fun-

damental concepts of conversational agent development. As research develops, other

platforms emerge and conversational agent concepts evolve, researchers and educators

can build upon and further develop this framework to better suit students’ needs. The

development platforms I chose to analyze in this chapter aim to cover a range of prior

knowledge and understanding; nonetheless, future work includes analyzing further con-

versational agent activities outside of the five described in this chapter. Furthermore,

although some of the activities include relevant studies and assessments analyzing stu-

dents’ abilities to learn these concepts, future work also includes developing additional

assessments, and analyzing the comprehensiveness of the framework through further stud-

ies. This is especially the case for the concepts derived from the platforms intended for

software developers, the Alexa Developer Console and Google’s Dialogflow CX, as these

have not been tested with K-12 students. Other future studies may include determining

whether learning these concepts leads students to better calibrate their trust towards

agents and conceptualize more accurate agent partner models.

In addition to addressing the concepts developed in this chapter, the activities ad-

dressed design recommendations from Chapter 2 and 3. I present comparisons of the

different concepts and design recommendations addressed by the different activities in

Table 4.1 and 4.2 respectively. As shown in the tables, in some cases, the activities ad-

dressed the concepts and recommendations directly, in other cases, they addressed them

implicitly through agent design, and in other cases, they addressed them in materials sep-

arate from the curriculum. Using these tables, researchers and educators can determine

which activities to refer to in order to teach students comprehensively about conversa-
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tional agents. They also may refer to Table 4.8, which summarizes the concept categories

and associated concepts.

186



Table 4.8: The conversational agent concept framework, which includes concepts from
natural language understanding, conversation representation, dialog management, data
access and conversation context, and human-agent interaction.

Category Concept

Natural
Language
Understanding

Semantic analysis Intents

Machine learning Entities

Similarity scores Training

Large language models Testing

Transfer learning Constrained vs. uncon-
strained natural language

Conversation
Representation

Textual representation Event-driven program
representations

Undirected graphs Storyboards

Histograms Directed graphs

Dialog
Management

Turn-taking Conditions

Events Conversation State

Entity-filling State machines

Data Access and
Conversation
Context

Pre-programmed data Device access

User-defined data Cloud computing

Contextual data Webhooks and APIs

Agent modularization Flow and page modular-
ization

Human-Agent
Interaction

Speech synthesis Voice-based interaction

Speech recognition Multimodal interaction

Recovery Task- vs. non-task-
oriented

Societal impact and
ethics Deployment

Text-based interaction Effective conversation
design
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Chapter 5

Recommendations for Teaching

Conversational Agent Concepts and

Design to K-12 Students

Technology is just a tool.

In terms of getting the kids to

work together and motivating them,

the teacher is the most important.

—Bill Gates

In Chapter 3, I discussed how it is important to consider how K-12 students perceive

agents, and how we can empower them to calibrate their perceptions and trust in healthy

ways. In Chapters 2 and 4, I outlined specific design guidelines and concepts that can

be taught to students to help them understand and calibrate their perceptions in this

way. In this chapter, I outline how educators and researchers can best implement these

design guidelines and concepts in the K-12 classroom. I do this through the teaching

recommendations shown in Table 5.1. These recommendations are tailored to the unique

needs of K-12 students and the learning goals of the conversational agent design guidelines

and concepts.

As shown in Table 5.1, each recommendation is especially relevant to teaching a

number of the conversational agent concept categories. For example, the recommendation

to utilize data relevant to students’ lives (T3) is especially applicable to teaching the

concepts within the Data Access and Conversation Context category. In this Chapter, I
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Table 5.1: This table outlines which teaching design recommendations (left) are partic-
ularly relevant to which conversational agent concept categories (top), represented by a
filled square (■).

Natural
Language
Understanding

Conversation
Representa-
tion

Dialog
Management

Data Access
and
Conversation
Context

Human-
Agent
Interaction

T1: Incorporate
High
Iterativeness
and Instant
Feedback

■ ■ ■

T2: Empower
Students to
Learn by
Teaching

■ ■

T3: Utilize
Relevant Data ■ ■ ■

T4: Utilize
Gamification
and
Embodiment

■ ■

T5: Integrate
Conversational
Agent Concepts
into Core
Curricula

■ ■

T6: Reduce the
Prior
Experience Gap

■
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describe the recommendations with respect to the categories particularly relevant to them

(as outlined in the Table), although they may be useful for teaching the other categories

as well. Furthermore, the recommendations are grounded in research from a systematic

literature review of K-12 AI education, which I completed alongside Zhou and Lin [214];

an AI curricula co-design study with K-12 teachers, which I completed alongside Lin

[188]; and studies in which my co-authors and I taught conversational agent development

and concepts to K-12 students [99, 185, 193, 191, 215, 190]. Thus, the recommendations

are particularly relevant to the K-12 context; however, they may be useful for teaching

at the university level or other contexts as well.

5.1 Teaching Natural Language Understanding

In this section, I outline how three teaching recommendations (T1, T2 and T3) can

facilitate learning Natural Language Understanding concepts. As described in Chapter

4, the Natural Language Understanding category teaches students how agents can analyze

human language and derive meaning from it.

5.1.1 Natural Language Understanding Requires Iteration

One general theme connecting a number of the concepts in the Natural Language Un-

derstanding category includes how large amounts of data are required in order to create

effective Natural Language Understanding models. For instance, for a model to recognize

Intents effectively, many variations on Training phrases are required. If students want

to train an agent to recognize when someone wants to hear an inspirational quote, for in-

stance, some training phrases may include “Give me an inspirational quote”, “Share some

wisdom with me”, and “Tell me a quote”. Typically, if a Large language model has already

been developed, and users are utilizing Transfer learning to enable agents to recognize

intents (as in the ConvoBlocks [193], Convo [215], Alexa Developer Console [12] and Di-

alogflow [62] activities), around 25 training phrases are needed, as a good rule of thumb

[77]. Furthermore, it is important to perform thorough Testing of the system to ensure its

effectiveness. To facilitate thorough testing and development of large amounts of training

data, one teaching recommendation includes, T1 Incorporate high iterativeness and

instant feedback.
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In the context of the Zhorai activity, this recommendation may involve encouraging

students to provide many training sentences about animals, testing how well Zhorai clas-

sifies these animals into ecosystems, and then incorporating additional training sentences

(i.e., “iterating”) until Zhorai’s classification is satisfactory [99]. (See Figure 5-1.) Simi-

larly, with ConvoBlocks and Convo, students must iterate on their intent classification

models by inputting additional training phrases until the models can adequately recog-

nize intents [215, 191]. By allowing these systems to make mistakes, and having students

engage in experimental learning through iteration, students can reassess—and reinforce—

their understanding of Natural Language Understanding concepts [218, 99]. Furthermore,

by incorporating instant feedback, like how students can instantly tell whether Zhorai has

made classification mistakes, students can immediately begin to reason about the system

and continue in this concept-reinforcement process [209, 99].

Figure 5-1: Through iterating on the training sentences provided to Zhorai, students
can develop a better classification model, and reinforce the concepts of Training,Testing,
Machine learning and other Natural Language Understanding concepts.
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5.1.2 Natural Language Understanding Relates to Student and

Language Learning

In general, the concepts in the Natural Language Understanding category relate to how

agents can derive meaning or useful information from phrases. These concepts range from

how agents can classify parts of speech, to how agents can find similarity between words,

to how agents can learn about language through data. Because these concepts all relate

to agents understanding or learning language, they lend themselves to the learning-by-

teaching paradigm. As described in Section 1.2.3, this method involves students teaching

others, and through this process, learning about the concepts they are teaching. In this

way, students can teach agents different information and learn concepts including Machine

Learning and Training, as in the Zhorai activity [99], or teach agents to recognize different

phrases and learn concepts including Intents and Entities, as in the Convo activity [215].

This method of learning-by-teaching not only can improve student outcomes, but can

also increase engagement, which is especially important in K-12 settings [36]. Increas-

ing engagement can improve throughput rates, retention of students and equality [180].

Through our (Zhou et al.) literature review, we found learning-by-teaching to be an effec-

tive method when teaching AI-related content, like conversational agent concepts; hence

the teaching recommendation, T2 Empower students to learn by teaching [214].

5.1.3 Natural Language Understanding Requires Large Amounts

of Data

Since language learning often requires large amounts of data (as discussed in Section

5.1.1), Natural Language Understanding concepts also lend themselves to the teaching

recommendation, T3 Utilize relevant data. For example, students could learn about

Large language models, Training and Similarity scores through investigating whether

a language model was trained on gender-biased data. One classic example of this is

a language model activity from MIT’s Deep Learning Practicum course [93] in which

students learn how certain models associate terms like “computer programmer” to be

more similar to terms like “male” than to “female” due to a biased training data [93,

27]. In our literature review of K-12 AI education research, we found that utilizing

data directly relevant to the students themselves (like gender-biased data); concrete,
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contextually-relevant data; or data to solve real-world problems when teaching can be

especially engaging [75, 171, 170, 169, 154, 48, 186, 153, 214]. It can also increase students’

confidence in being able to make an impact in their communities, as indicated by the

results from Chapter 3.

5.2 Teaching Conversation Representation

In this section, I outline how two teaching recommendations (T4 and T5) can facilitate

learning Conversation Representation concepts. As described in Chapter 4, the Conver-

sation Representation category teaches students how to model agent dialog to facilitate

the agent development process.

5.2.1 Conversation Representation Can Be Embodied and Gam-

ified

As developers create agents, they need methods to readily perceive the flow of potential

human-agent dialog and language. This may involve creating Storyboards to provide thor-

ough conversational context for human-agent dialog, as in the Alexa Developer Console

activity [14], or Directed graphs to show dialog alternatives, as in the Dialogflow activity

[173], as two examples. To create these representations, developers must consider how to

transform actual conversations into graphics or textual representations, which can then

easily be transformed into computer representations (e.g., Event-driven program repre-

sentations). Oftentimes, this transformation process can greatly benefit from engaging

with other humans in the conversations being transformed, as when the conversationalists

voice the dialog, they can easily identify awkward phrases or unnatural interactions. At

this point in the agent development process (which is typically early on) this is especially

helpful, since dialog can still be easily modified before it is implemented as a computer

representation. This embodiment of conversation leads to the recommendation, T4 Uti-

lize gamification and embodiment.

Embodiment can be described as perspective-taking, and is oftentimes used to engage

students in learning AI concepts [186, 75, 72]. Gamification often goes hand-in-hand with

embodiment and AI learning, and can be described as transforming learning activities

into play [153, 131]. For instance, to gamify a Conversation Representation development
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process, students might draw Directed graph (or other) representations of proposed agent

dialog, such as the graph shown in Figure 5-2; role-play as the agent and end users,

following along with the proposed dialog flow; and try to find situations in which the dialog

gets “stuck” or does not make sense. When end user players find such situations, they score

points. After so many turns, whoever has the most points wins. Both embodiment and

gamification, as in this example, can increase student engagement and learning outcomes

[153, 214, 131].

Figure 5-2: An example directed graph, representing a clothing-ordering agent. To engage
students in learning about Directed graph representations, students may engage with such
graphs in a game to identify situations in which the agent would get “stuck”. For example,
students might role-play as agents and end users. If the agent player is currently in the
Update Failure state (middle-right), and the end user player asks for the store hours, the
agent would not be able to respond, since the Store Hours state (left) is disconnected
from the Update Failure state. The end user player would score a point for finding this
situation, and the students could update their graph to allow the agent to access the
Store Hours state in this situation.

5.2.2 Conversation Representation Includes Concepts from Other

Subjects

As students develop Conversation Representations, they can also learn concepts from

other core K-12 subjects. For instance, as they role-play agent conversations, they can

learn drama skills, or as they create Textual representations, they can learn written

language skills. This can be especially helpful in the K-12 education context, as oftentimes

teachers cannot teach subjects outside of their core curricula [188, 214]. This leads to the

recommendation, T5 Integrate conversational agent concepts into core curricula.

Another example of core curricula integration includes the Zhorai activity’s Histogram

representations of Similarity scores [99]. Since Histograms are often used in math and
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science courses, teachers can utilize the Zhorai activity to teach these subjects while also

teaching Conversation Representation concepts.

5.3 Teaching Dialog Management

In this section, I outline how three teaching recommendations (T1, T4 and T6) can

facilitate learning Dialog Management concepts. As described in Chapter 4, the Dialog

Management category teaches students how agents sequentially decide what to say in

response to input, including human speech.

5.3.1 Gamification and Embodiment (T4) also Apply to Dialog

Management

In many ways, Dialog Management concepts are similar to those from the Conversation

Representation category. Thus, similar teaching recommendations can be implemented

to foster learning in both categories. Dialog Management concepts, however, focus on

the details of how agents decide what to say next, rather than how developers organize

dialog development. With respect to the gamification (T4) example presented in Figure

5-2, in which students learn about Directed Graphs, students can additionally focus on

learning how and why the agent makes particular dialog decisions. These decisions might

have to do with which Conversation state the agent is in, whether a particular Condition

has to be met to move into another state, or how developers designed the flows within

the agent’s State machine. To illustrate, students may have designed a pet simulation

agent with the State machine represented in Figure 5-3. If students engaged in a role-

playing game with this agent, and were in the “Feed pet” Conversation state, they would

need to make a dialog decision depending on the “Hungry?” Condition of the virtual

pet. By embodying this agent, and making such decisions themselves, students can learn

Dialog Management concepts, like State machines, Conditions and Conversation states.

As described previously, this type of embodiment and gamification can be especially

engaging for K-12 students [105, 206, 199, 152, 131, 53].
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Figure 5-3: Students may develop a virtual pet agent, as in this State machine represented
by a Directed graph. This representation identifies Conditions using orange diamonds and
Conversation states using yellow and black rectangles.

5.3.2 Dialog Management Involves Understanding Computer Pro-

gramming

Dialog Management systems are generally highly programmatic. For example, Turn-

taking, or the back and forth nature of user input and agent output in agent development,

is a step-by-step process. This mirrors the computer programming concept of “Sequences”,

or how programs can be described by series of steps [31]. For students who have prior

programming experience, the concept of Turn-taking will likely be intuitively understood;

however, for those who have never encountered programming before, it may be less natu-

rally understood. For other, more advanced concepts highly related to programming, like

Events, Conditions and State machines, the gap between how easily students understand

them (depending on prior programming experience) will likely be more pronounced. Since

K-12 students often have varying amounts of prior experience, it is important to consider

how to mitigate this gap. Thus, I present the recommendation, T6 Reduce the prior

experience gap.

To overcome this challenge, educators may use low-barrier-to-entry, high-ceiling con-

versational agent activities, like block-based coding with ConvoBlocks [191, 83, 50].

Block-based coding bridges gaps in experience by eliminating syntax errors while still en-

abling students to develop complex, industry-level programs (including agents deployed
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on the Alexa ecosystem). Other opportunities to reduce experience gaps between students

include providing starter codes, such that students can learn from observing previously

developed agents, as well as build on them; and providing detailed agent development

tutorials, which students can follow along at their own pace [65, 191]. Students may also

have varying levels of prior experience interacting with conversational agent systems, as

shown in the study in Chapter 3. Thus, it can be helpful to provide opportunities for all

to interact with such systems as well to reduce prior experience gaps.

5.3.3 Iteration and Instant Feedback (T1) also Apply to Dialog

Management

Programming involves copious amounts of iteration. Even for highly experienced software

engineers, it is extremely rare to develop a program—or even a code snippet—without

encountering a bug and having to iterate. Developing conversational agents is not an ex-

ception to this, but rather requires perhaps even more iteration than other programming

projects. Entity filling models can be poorly trained; Events can cause unwieldy levels

of callbacks; State machines can result in confusing modularization, preventing top-level

access to intents. Instant feedback, as described in Section 5.1.1, can help to ensure

students do not give up after encountering bugs. Furthermore, since developing Dia-

log Management systems necessarily involves iteration, the recommendation of utilizing

iteration to reinforce concepts (T1) is especially applicable.

5.4 Teaching Data Access and Conversation Context

In this section, I outline how three teaching recommendations (T1, T2 and T3) can

facilitate learning Data Access and Conversation Context concepts. As described in

Chapter 4, the Data Access and Conversation Context category teaches students how

agents send, receive and store information to use in conversation.
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5.4.1 Utilizing Relevant Data (T3) also Applies to Data Access

and Conversation Context

The foundation of this category of conversational agent concepts is data: What type of

data agents use, and how they use this data. As discussed in Section 5.1.3, to engage K-12

students in learning experiences, it is often helpful to use data relevant to students’ lives

or to real-world problems (T3). For example, students might train speech recognition

models with their own, User-defined speech data. They may also utilize Webhooks and

APIs to create agents to provide up-to-date information about climate change. This

not only enables them to learn Data Access and Conversation Context concepts, but it

empowers them to develop socially useful and relevant agents.

5.4.2 Iteration and Instant Feedback (T1) also Apply to Data

Access and Conversation Context

A number of the concepts in the Data Access and Conversation Context category can

quickly become complex as agent programs grow. For instance, as developers add more

flows and pages to their agents, it can become difficult to know which flows or pages are

accessible, or where modularization of agents, flows and pages begin and end. In order

to determine what is accessible in particular conversation contexts, it is important to

provide students with instant feedback about their project—especially at the K-12 level

(T1). This can help sustain engagement and improve learning.

5.4.3 Empowering Students to Learn by Teaching (T2) also Ap-

plies to Data Access and Conversation Context

One of the key themes in the Data Access and Conversation Context category is how

data used by conversational agents can come from different locations. For instance data

may come from other devices (Device access), the cloud (Cloud computing), web sources

(Webhooks and APIs), the programming itself (Pre-programmed data) or even end users

(User-defined data). To facilitate understanding of this theme, students can experimen-

tally interact with the agent to determine what the agent “knows” (i.e., which data it can

access). Utilizing the learning-by-teaching paradigm (T2), students can also provide the
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agent with User-defined data, as in the Zhorai activity, and observe how this affects what

it “knows”. Through this paradigm, students can learn how agents access data, while

taking part in an engaging, effective learning method [99, 214, 180].

5.5 Teaching Human-Agent Interaction

In this section, I outline how two teaching recommendations (T3 and T5) can facilitate

learning Human-Agent Interaction concepts. As described in Chapter 4, the Human-

Agent Interaction category teaches students about the interface between agents and hu-

mans, and how developers can create this interface to be ethical, usable and effective.

5.5.1 Utilizing Relevant Data (T3) also Applies to Human-Agent

Interaction

The concepts in this category emphasize the human aspect of conversational agent design.

For instance, Recovery involves interacting with end users to resolve misunderstandings

or errors, Speech recognition involves recognizing human speech, and Societal impact

and ethics involves determining whether agents affect humans in generally healthy and

positive ways. Educators can teach each of these concepts with respect to data relevant to

the humans they are teaching. For instance, educators could teach Recovery and Speech

recognition to students through identifying when agents make recognition errors at higher

rates. They could ask students whether the agent makes more mistakes when interacting

with different subsets of people than others (e.g., people with higher vs. lower voices,

or with various accents), and have students use their own speech data to determine the

answer. This same example could play a role in teaching Societal impact and ethics by

asking students whether it is ethical if agents understand certain subsets of people better

than others, and how this might be changed using different training data. By doing

so, educators can engage students through utilizing relevant data (T3) when teaching

Human-Agent Interaction concepts.

200



5.5.2 Integrating Conversational Agent Concepts into Core Cur-

ricula (T5) also Applies to Human-Agent Interaction

As with the concepts in the Conversation Representation category, many of the concepts

in the Human-Agent Interaction category are highly relevant to core subjects in K-12

education (T5). For instance, Societal impact and ethics are directly related to social

studies and history curricula. Students can investigate how other technologies have af-

fected society in the past, while relating to how conversational agents could affect today’s

society. Furthermore, Voice-based interaction is highly related to drama, and Text-based

interaction is highly related to written language courses. Through integrating conversa-

tional agent concepts into core curricula, students may find learning these concepts easier

when they learn them in subjects they are already familiar with (especially initially, when

they are not familiar with learning about agents), and educators may find it easier to

justify teaching additional content [188, 153, 207, 131].

5.6 Summary and Future Work

This chapter presents K-12 teaching recommendations for researchers and educators based

on the conversational agent concepts presented in Chapter 4; a K-12 AI education liter-

ature review [214]; an AI curricula co-design study with K-12 teachers [188]; and stud-

ies involving teaching conversational agent development and concepts to K-12 students

[99, 185, 193, 191, 215, 190]. Table 5.2 summarizes the teaching recommendations pre-

sented in this chapter, as well as those from Chapter 3. These recommendations could

be built upon by completing further studies with K-12 teachers in which they use these

recommendations in their classroom. Through such studies, researchers could investigate

which recommendations are most effective, identify other methods K-12 teachers use as

they teach the agent concepts, and generally draw on the teachers’ wealth of experience

in the classroom.
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Table 5.2: Recommendations for teaching K-12 conversational agent concepts and design, and the liter-
ature associated with developing these recommendations. The recommendations labeled with a “T” are
largely based on the conversational agent concepts themselves, a literature review of K-12 AI education
[214] and co-design study with K-12 teachers [188], whereas those labeled with “DR-P” are largely based
on the study presented in Chapter 3.

K-12 Teaching Recommendation Associated literature

T1: Incorporate high iterativeness and instant feedback [214, 99, 215, 191, 218, 209]

T2: Empower students to learn by teaching [214, 53, 136, 197, 99]

T3: Utilize relevant data [214, 75, 171, 170, 169, 154, 48, 186, 153,
188]

T4: Utilize gamification and embodiment [214, 188, 105, 206, 199, 152, 131, 53]

T5: Integrate conversational agent concepts into core cur-
ricula [214, 188, 188, 153, 207, 131, 99]

T6: Reduce the prior experience gap [214, 191, 83, 50, 65]

DR-P1: Encourage trust of pedagogical agents (to the
extent of their trustworthiness) to facilitate learning from
them

See Chapter 3

DR-P2: Engage students in activities that will reinforce
the concepts being taught with respect to their conversa-
tional agent partner models

See Chapter 3

DR-P3: Teach visual programming to empower nearly
anyone to program conversational agents See Chapter 3

DR-P4: Emphasize concepts that are challenging for par-
ticular audiences See Chapter 3

DR-P5: Include both societal impact and conversational
agent development activities to facilitate computational ac-
tion

See Chapter 3

DR-P6: Encourage and provide consistent programming
opportunities to underrepresented minorities See Chapter 3

DR-P7: Supplement conversational agent development
activities with additional agent engagement, AI learning
and programming activities

See Chapter 3
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Chapter 6

Summary of Contributions and Future

Work

As conversational agent technology becomes more complex, it

becomes simpler to those who use it. When things become simple,

we often take them for granted—and yet, these simple things can

deeply affect our lives. When we reveal the complexity of simple

things, however, we provide people with the opportunity to take

part in how they are shaped—and how they shape us. To empower

children with this opportunity is to shape the future.

6.1 Main Contributions

For this dissertation, I developed three main conversational agent educational platforms

and associated curricula [99, 191, 190]; performed seven user studies, many of which

involved these platforms [99, 191, 193, 185, 190, 215, 188]; completed two main systematic

literature reviews [214]; and analyzed five conversational agent platforms and associated

educational materials [99, 191, 190, 12, 62]. Through this research, I developed the K-

12 Conversational Agent Design and Understanding Framework, which includes fourteen

conversational agent design recommendations, forty core conversational agent concepts

and thirteen K-12 teaching guidelines for conversational agent curricula. In the following

sections, I describe my contributions as well as potential areas for future work.
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6.1.1 The K-12 Conversational Agent Design and Understanding

Framework

In this dissertation, I presented a K-12 Conversational Agent Design and Understanding

Framework. Its ultimate goal is to foster accurate understanding and perceptions of

agents in K-12 students. The framework is composed of three main components for three

main audiences:

1. Conversational Agent Design Recommendations

• The design recommendations are intended for agent developers (K-12 students

included) to create transparent, trustworthy agents with high usability, and

agents aligned with their audiences’ ideal agents.

• Table 4.2 lists fourteen of the agent design recommendations and Table 3.2

lists three others.

2. Core Conversational Agent Concepts

• The agent concepts are intended for students to develop better understanding

of agents. They are also intended to empower researchers and educators to

teach students comprehensively about conversational agents.

• Table 4.8 lists the forty agent concepts.

3. K-12 Teaching Guidelines

• The teaching guidelines are intended for researchers and educators to effec-

tively teach core conversational agent concepts and design guidelines to K-12

students.

• Table 5.2 lists the thirteen teaching guidelines.

6.1.2 Conversational Agent Platforms I Developed, Performed

Studies with, and Analyzed

In this dissertation, I also presented three main educational conversational agent plat-

forms I developed with the support of others in the MIT and AI education community.

These platforms allow K-12 students to learn many of the agent concepts through inter-

action with or development of conversational agents.

1. Zhorai

• Zhorai is a teachable conversational agent for 3-5th grade students.
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• Students can learn the concepts listed in Table 4.3 through interacting with

Zhorai.

• Tables 4.1 and 4.2 compare the concepts and design recommendations learned

through the Zhorai activity with the other activities analyzed in Chapter 4.

• I assessed students’ learning through this platform in a study with fourteen

3-5th grade students [99].

2. ConvoBlocks

• ConvoBlocks is a block-based programming interface for 5-12th grade students.

• Students can learn the concepts listed in Table 4.4 through developing agents

using this interface.

• Tables 4.1 and 4.2 compare the concepts and design recommendations learned

through the ConvoBlocks activity with the other activities analyzed in Chapter

4.

• I assessed students’ learning and their perceptions of conversational agents

when using this platform in multiple studies, with over 150 participants total

[185, 191, 193].

3. Convo

• Convo is a natural language programming agent for 7-8th grade students.

• Students can learn the concepts listed in Table 4.5 through developing agents

using this interface.

• Tables 4.1 and 4.2 compare the concepts and design recommendations learned

through the Convo activity with the other activities analyzed in Chapter 4.

• I assessed students’ learning when using this platform and Convo’s usability

in multiple studies, with 60 participants total [190, 215].

6.1.3 Industry Conversational Agent Platforms I Analyzed

I identified core conversational agent concepts through analyzing the platforms in the pre-

vious section, as well as two other prominent industry conversational agent development

platforms, and their associated educational materials. The industry platforms included:

1. The Alexa Developer Console

• The Alexa Developer Console is Amazon’s conversational agent development

platform for software developers [12].
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• Developers can learn the concepts listed in Table 4.6 through creating agents

using this interface.

• Tables 4.1 and 4.2 compare the concepts and design recommendations learned

through the Alexa Developer Console activity with the other activities ana-

lyzed in Chapter 4.

2. Dialogflow CX

• Dialogflow CX is Google’s conversational agent development platform for soft-

ware developers [62].

• Developers can learn the concepts listed in Table 4.7 through creating agents

using this interface.

• Tables 4.1 and 4.2 compare the concepts and design recommendations learned

through the Dialogflow activity with the other activities analyzed in Chapter

4.

6.1.4 Systematic Literature Reviews

I also presented two systematic literature reviews, which informed the Conversational

Agent Design Recommendations as well as the K-12 Teaching Guidelines:

1. Conversational Agent Usability Design Guidelines Literature Review

• To identify prominent, comprehensive and current conversational agent usabil-

ity design guidelines, I performed a snowball sampling literature review.

• The review identified 82 publications (as noted in Table 2.1), 16 of which fell

entirely under the criteria in Table 2.2.

• The final, most prominent paper with aggregated usability guidelines identified

was Murad et al.’s article, “Design guidelines for hands-free speech interaction”

[117], which surveyed 21 papers to develop its 12 usability guidelines for speech

interfaces.

• Table 2.3 shows the final 12 guidelines.

2. K-12 AI Education Literature Review [214]

• To identify teaching methods and future research opportunities related to AI

educational tools, I performed a snowball sampling literature review alongside

we Zhou et al. [214].

• The review identified 49 publications that fell under the required criteria.
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• Through analyzing the 49 publications, we identified nine future opportuni-

ties for K-12 AI education, as well as eleven teaching guidelines for K-12 AI

education.

• Through analyzing the eleven AI teaching guidelines, I identified six that were

particularly applicable to teaching conversational AI (and that were unique

with respect to the other seven conversational agent teaching guidelines devel-

oped in Chapter 3), and discussed their relevance to the major conversational

agent concept categories.

• Table 5.2 shows the final six teaching guidelines from the literature review,

and Table 5.1 shows their relevance to the concept categories.

6.2 Future Work

There are many opportunities to further develop the K-12 Conversational Agent Design

and Understanding Framework. For instance, additional concepts could be added as the

conversational agent landscape grows and develops. Additional studies could investigate

the differences in how students of different age levels learn and understand the conver-

sational agent concepts, and how teachers at different schools (e.g., schools in different

countries, schools with different socioeconomic statuses, etc.) can most effectively teach

the concepts.

Researchers could also further investigate how students’ perceptions change. For

example, in studies similar to the one presented in Chapter 3, researchers could investigate

changes with respect to various agents (e.g., using the Google Assistant vs. Alexa) or in

various contexts (e.g., in an after-school program vs. in a regular K-12 school classroom).

They could also investigate how perceptions change if students only learned concepts

from a certain subset of categories (e.g., only from Natural Language Understanding or

Dialog Management) to determine the most vital concepts for students to learn.

Another important research question has to do with how students respond to informa-

tion provided by agents depending on their trust of the agents. For instance, if students

interacted with an agent that only provided correct information some of the time, how

often would they act on the information provided? For example, if an agent told students,

“It’s good to eat jellybeans while writing a test”, how many students would eat jellybeans?
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Researchers performed a similar study in the medical field and found clinician’s reliance

on agents’ information did not always correspond to their reported level of trust of the

information [59]. By investigating students’ trust of and reliance on agents, we can better

understand what healthy levels of trust are towards different agents.

Through further investigation into students’ perceptions, observation of students’ re-

sponses to agents, and identification of agent concepts as the field changes and grows,

researchers can continue to develop the K-12 Conversational Agent Design and Under-

standing Framework. With this framework, educators, researchers and agent developers

can better prepare K-12 students for an agent-filled world.
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Appendix A

Review of AI Education Resources

This appendix contains tables originally from the literature review I completed alongside

Zhou and Lin [214]. It outlines the AI competencies addressed by 49 different AI education

resources. Table A.1 lists the competencies, which are originally from a paper by Long

and Magerko [100]. Table A.2 lists teaching recommendations for AI educators, which

are from the same source [100].

Table A.1: List of AI Competencies from [100].

# Competency # Competency

1 Recognizing AI 10 Human Role in AI

2 Understanding Intelligence 11 Data Literacy

3 Interdisciplinarity 12 Learning from Data

4 General vs. Narrow 13 Critically Interpreting

5 AI Strengths & Weaknesses Data

6 Imagine Future AI 14 Action & Reaction

7 Representations 15 Sensors

8 Decision-Making 16 Ethics

9 Machine Learning Steps 17 Programmability
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Table A.2: List of AI Teaching Recommendations from [100].

# Consideration # Consideration

1 Explainability 9 Identity, Values, & Backgrounds

2 Embodied Interactions 10 Support for Parents

3 Contextualizing Data 11 Social Interaction

4 Promote Transparency 12 Leverage Learners’ Interests

5 Unveil Gradually 13 Acknowledging Preconceptions

6 Opportunities to Program 14 New Perspectives

7 Milestones 15 Low Barrier to Entry

8 Critical Thinking
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Table 1. Our evaluation of 49 K-12 AI education works based on Long and Magerko’s AI literacy framework. It can also serve as a quick-reference for educators
to implement learning activities based on AI literacy competencies, target age groups (Targ.), time required for the activity, physicality of the tool (i.e., if it
requires a physical robot, a computer, etc.), amount of scaffolding (Scfld.), low- or high-ceilingness of the activity (Ceil.), which refers to how the activity can
be extended beyond the provided curriculum, and amount of teacher involvement when developing and implementing the tool (Teach.). The table is sorted
by competency (i.e., first sorted by Competency 1, then 2, etc.). 1

Competencies

What is AI? What can
AI do? How does AI work?

How should
AI be used? &

programmability
Key 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Targ. Time Tool Scfld. Ceil. Teach.

One-Year [41] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M Y W I H T:D
Robot [66] ✓ ✓ ✓ ✓ ✓ ✓ M W P I H R:I
Cognimate [9] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P N W I H R:I
Alternate [7] ✓ ✓ ✓ ✓ ✓ ✓ ✓ H W W I L T:I
Decoding [8] ✓ ✓ ✓ ✓ ✓ M H U I L N
For-All [63] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M M W I H T:I
K-Uni [24] ✓ ✓ ✓ ✓ ✓ ✓ A W P I H R:I
Base [44] ✓ ✓ ✓ ✓ ✓ ✓ ✓ P N W T L N
Co-design [53] ✓ ✓ ✓ ✓ ✓ ✓ ✓ P D W I H R:I
IRobot [6] ✓ ✓ ✓ ✓ ✓ ✓ H W P I H R:I
Classroom [19] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M W P I L T:I
Conver [59] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M/H W W T H R:I
Why-Not [15] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ H D W T L N
Game [37] ✓ ✓ ✓ ✓ M/H H U I N T:L
Popbots [68] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P W P I L N
Smiley [64] ✓ ✓ ✓ ✓ ✓ ✓ ✓ H H W T L N
Zhorai [29] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ P H W T/I L R:I
STEM [42] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M D W I H T:I
App-Inv [34] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ M/H W W I H N
Wolfram [71] ✓ ✓ ✓ ✓ ✓ ✓ A N W I H N
Summer [35] ✓ ✓ ✓ ✓ ✓ ✓ H W W I H T:D

1Targ.: P/M/H/U/A/N - Primary/Middle/High/Undergrad/All/Not specified;
Time: H/D/M/Y/N - measured in Hours/Days/Months/Years/Not specified;
Tool requirement: P/W/U - Physical(tangible)/Web(software)/Unplugged (Note: Physical trumped Web trumped Unplugged);
Scaffolding: I/T/N - Instructional scaffolding / Tool scaffolding / Not specified;
Ceilingness: H/L - High/Low ceiling;
Teacher involvement: R:I/T:I/T:L/T:D/N - Researchers as Instructors / Teachers as Instructors/ Teachers as Learners / Teachers as Designers / Not specified
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Table 1. Our evaluation of 49 K-12 AI education works based on Long and Magerko’s AI literacy framework. It can also serve as a quick-reference for educators
to implement learning activities based on AI literacy competencies, target age groups (Targ.), time required for the activity, physicality of the tool (i.e., if it
requires a physical robot, a computer, etc.), amount of scaffolding (Scfld.), low- or high-ceilingness of the activity (Ceil.), which refers to how the activity can
be extended beyond the provided curriculum, and amount of teacher involvement when developing and implementing the tool (Teach.). The table is sorted
by competency (i.e., first sorted by Competency 1, then 2, etc.). 1

Competencies

What is AI? What can
AI do? How does AI work?

How should
AI be used? &

programmability
Key 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 Targ. Time Tool Scfld. Ceil. Teach.

Tensorflow [45] ✓ ✓ ✓ ✓ ✓ ✓ H/U N W N H N
Sports [76] ✓ ✓ ✓ ✓ ✓ ✓ M/H H P I H R:I
Gentle [14] ✓ ✓ ✓ ✓ ✓ ✓ H W W I H T:I
High-Sch [31] ✓ ✓ ✓ ✓ ✓ P/H H W I H T:I
Youth [75] ✓ ✓ ✓ ✓ ✓ ✓ ✓ P/M D P I H R:I
Nodes [2] ✓ ✓ ✓ ✓ ✓ ✓ N N P N H N
Control [52] ✓ ✓ ✓ ✓ ✓ ✓ U N W N H N
Bots [36] ✓ ✓ ✓ ✓ ✓ ✓ N N P N L N
Cozmo [55] ✓ ✓ ✓ ✓ ✓ ✓ A N P I H N
Logic [73] ✓ ✓ ✓ M W W I H T:D
Semantic[25] ✓ ✓ P H W T L N
Secondary [13] ✓ ✓ ✓ ✓ ✓ H N W N H T:I
Grinch [60] ✓ ✓ ✓ ✓ ✓ ✓ N N W N H N
Gender [57] ✓ ✓ ✓ ✓ H W W I H T:I
Boxes [18] ✓ ✓ ✓ ✓ ✓ ✓ M N P I L N
Image [50] ✓ ✓ ✓ ✓ ✓ ✓ H D W I H T:I
Apps [74] ✓ ✓ ✓ ✓ ✓ ✓ H/U W W I H N
ML4Kids [26] ✓ ✓ ✓ ✓ ✓ ✓ N N W N H N
Whom [61] ✓ ✓ ✓ ✓ ✓ ✓ P H W I H R:I
Snap! [22] ✓ ✓ ✓ ✓ ✓ H N W N H N
Cloud [21] ✓ ✓ ✓ ✓ M/U N W N H N
Multiyear [17] ✓ ✓ ✓ P Y P I L T:I
Data-Kids [48] ✓ ✓ M H W I L T:I
Any-Cubes [43] ✓ N N P N H N
Sensors [28] ✓ P H P I H T:I
Cards [5] ✓ H W U I H T:I
Software [47] H M W N H T:I
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Appendix B

Surveys from the Conversational Agent

Development and Perceptions Study

This appendix contains the three surveys provided to participants in the Conversational

Agent Development and Perceptions Study discussed in Chapter 3. The first survey was

provided prior to the entire workshop, the second was provided after the programming

activity, and the third was provided after the entire workshop.
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1/8

1.

Mark only one oval.

11-18 years old

A parent or legal guardian of a child 11-18 years old

A grandparent of a child 11-18 years old

2.

Mark only one oval.

Yes

Before you start...
🌍 We're excited to have you join Future World Challenge – MIT Edition, which is a global 
intergenerational research study on the topic of conversational Artificial Intelligence (AI). 

🔎 As a reminder, the goal of the study is to investigate how people perceive conversational 
agents, like Alexa or Siri. Alexa is a voice assistant created by Amazon that can have 
conversations through speaking and listening to humans. It can set reminders, tell you the 
weather, and play music, among other things.


We would like to understand your *initial* thoughts about Alexa (even if you haven't interacted 
with Alexa before), so 👉 please don't look Alexa up online or ask anyone about Alexa 👈. If you 
do not know what Alexa is or have never experienced interactions with Alexa, please base your 
answers on other voice assistants, like the Google Assistant or Siri, or consider putting down 
"neutral" answers.

* Required

I am... *

I agree to NOT discuss my answers with anyone (including my

child/parent/grandparent) until after the entire Future Worlds Challenge has

completed *
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3.

Other:

Amazon Alexa

Google Assistant

Apple's Siri

None of the above (or other agents) to my knowledge

4.

Other:

Check all that apply.

A visual or blocks-based interface, like Scratch or MIT App Inventor

A text-based language, like Python or JavaScript

None of the above (or other programming languages) to my knowledge

5.

Mark only one oval.

Other:

Yes

No

Perception

of Alexa

Don't worry if you haven't interacted with Alexa before: If you haven't, please base your 
answers on other voice assistants, like the Google Assistant or Siri, or consider putting 
down "neutral" answers.

I 

Check all that apply.

have interacted with these conversational agent(s) before: *

I have programmed before using... *

I have learned about AI before in a workshop or lesson. *
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6.

Machine-like

1 2 3 4 5

Human-like

7.

Mark only one oval.

Inflexible

1 2 3 4 5

Flexible

8.

Mark only one oval.

Friend

1 2 3 4 5

Co-worker

9.

Mark only one oval.

Warm

1 2 3 4 5

Cold

Do

Mark only one oval.

you think Alexa is more machine-like or human-like? *

Do you think Alexa is more inflexible (like someone who has a hard time changing

plans) or flexible (like someone who can easily change plans)? *

Do you think Alexa is more of a friend or a co-worker (in this case, someone you

might work on a project with, but wouldn't hang out with)? *

Do you think Alexa is more warm (like someone who is friendly/caring) or cold (like

someone who is unfriendly/uncaring)? *
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10.

Mark only one oval.

Unreliable

1 2 3 4 5

Dependable

11.

Mark only one oval.

Interactive

1 2 3 4 5

Start-stop

12.

Mark only one oval.

Competent

1 2 3 4 5

Incompetent

13.

Mark only one oval.

Authority figure

1 2 3 4 5

Peer

Do you think Alexa is more unreliable (like someone you wouldn't trust) or

dependable (like someone you can trust)? *

Do you think Alexa is more interactive (like someone who listens and talks back and

forth) or start-stop (like someone who doesn't continue the conversation)? *

Do you think Alexa is more competent (like someone who can understand and do

things well) or incompetent (like someone who has a hard time understanding or

doesn't do a good job)? *

Do you think Alexa is more like an authority figure (like a teacher) or peer (like a

classmate)? *
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Knowledge-sharing

14.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

15.

Mark only one oval.

Strong disagree

1 2 3 4 5

Strongly agree

16.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

17.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

I see myself as a computer programmer *

I am confident I can design and create my own technology project, not just

something someone tells me to create. *

I am confident I can make an impact in my community or in the world using

technology. *

I trust conversational agents (e.g., Siri, Alexa, Google Home) *
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18.

Always right

1 2 3 4 5

Always wrong

19.

Co

Mark only one oval.

nversational agents (e.g., Siri, Alexa, Google Home) say things that are… *

Please explain why you think conversational agents say things that are right/wrong.

*
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20.

Mark only one oval per row.

Demographics

21.

Mark only one oval.

Other:

Yes, I generally use conversational agents in the language I know best.

No, I generally use conversational agents in another language.

If you asked the people/systems below questions about recent events (e.g., things

in the news), how often do you think their responses would be correct vs.

incorrect? *

Always
incorrect

Incorrect
most of the

time

About equal
amounts incorrect

and correct

Correct
most of
the time

Always
correct

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

When I use conversational devices (Alexa, Siri, Google Home, etc.), I generally use

them in the language I know best. (E.g., if you feel most comfortable speaking

German, but you use Alexa in English, answer "No"). *
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22.

23.

24.

25.

26.

What is your mother language? (Or the language you feel you know best?) *

How old are you? *

What is your gender identity? *

Which country do you consider your "home"? (E.g., the place where you've lived for

most of your life.) *

What is your code name? (Note: This should have been emailed to you when you

registered. If you don't know it, ask one of the leaders, like Jessica, in the Zoom-

chat.) *

221



1/7

1.

2.

Mark only one oval.

11-18 years old

A parent or legal guardian of a child 11-18 years old

A grandparent of a child 11-18 years old

3.

Mark only one oval.

Yes

Perception of Alexa

Future Worlds Challenge: Mid-Survey
As a reminder, 👉 please don't look Alexa up online or ask anyone about Alexa and please don't 
talk to anyone about your answers until the entire Future Worlds Challenge is done 👈.

* Required

What is your code name? (Note: This should have been emailed to you when you

registered. If you don't know it, ask one of the leaders, like Jessica, in the Zoom-

chat.) *

I am... *

I agree to NOT discuss my answers with anyone (including my

child/parent/grandparent) until after the entire Future Worlds Challenge has

completed *
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4.

Mark only one oval.

Machine-like

1 2 3 4 5

Human-like

5.

Mark only one oval.

Inflexible

1 2 3 4 5

Flexible

6.

Mark only one oval.

Friend

1 2 3 4 5

Co-worker

7.

Mark only one oval.

Warm

1 2 3 4 5

Cold

Do you think Alexa is more machine-like or human-like? *

Do you think Alexa is more inflexible (like someone who has a hard time changing

plans) or flexible (like someone who can easily change plans)? *

Do you think Alexa is more of a friend or a co-worker (in this case, someone you

might work on a project with, but wouldn't hang out with)? *

Do you think Alexa is more warm (like someone who is friendly/caring) or cold (like

someone who is unfriendly/uncaring)? *
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8.

Mark only one oval.

Unreliable

1 2 3 4 5

Dependable

9.

Mark only one oval.

Interactive

1 2 3 4 5

Start-stop

10.

Mark only one oval.

Competent

1 2 3 4 5

Incompetent

11.

Mark only one oval.

Authority figure

1 2 3 4 5

Peer

Do you think Alexa is more unreliable (like someone you wouldn't trust) or

dependable (like someone you can trust)? *

Do you think Alexa is more interactive (like someone who listens and talks back and

forth) or start-stop (like someone who doesn't continue the conversation)? *

Do you think Alexa is more competent (like someone who can understand and do

things well) or incompetent (like someone who has a hard time understanding or

doesn't do a good job)? *

Do you think Alexa is more like an authority figure (like a teacher) or peer (like a

classmate)? *
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Knowledge-sharing

12.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

13.

Mark only one oval.

Strong disagree

1 2 3 4 5

Strongly agree

14.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

15.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

I see myself as a computer programmer *

I feel like I can design and create my own technology project, not just something

someone tells me to create. *

I feel like I can make an impact in the world using technology. *

I trust conversational agents (e.g., Siri, Alexa, Google Home) *
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16.

Always right

1 2 3 4 5

Always wrong

17.

Co

Mark only one oval.

nversational agents (e.g., Siri, Alexa, Google Home) say things that are… *

Please explain why you think conversational agents say things that are right/wrong.

*
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18.

Mark only one oval per row.

19.

Other:

Check all that apply.

How agents need to be trained with examples or "utterances"

How you can say different things (an "intent") to an agent and it still understands

How you need to say the name of the Alexa skill ("invocation name") for it to understand

How to make Alexa get (or use) specific information, like a number, from the user (i.e.,
using "slots")

How to make Alexa do or say things (making the "endpoint function")

The terminology (e.g., what "invocation name" or "intent" means)

How to type/say something so that Alexa understands ("testing")

How to get Alexa to ask a follow-up question (the "ask" block)

If you asked the people/systems below questions about recent events (e.g., things

in the news), how often do you think their responses would be correct vs.

incorrect? *

Always
incorrect

Incorrect
most of the

time

About equal
amounts incorrect

and correct

Correct
most of
the time

Always
correct

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

What were the most difficult concepts for you to learn about conversational

agents? (You can choose multiple.) Learning about... *
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20. Any other thoughts/comments on what was challenging? *
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1.

2.

Mark only one oval.

11-18 years old

A parent or legal guardian of a child 11-18 years old

A grandparent of a child 11-18 years old

3.

Mark only one oval.

Yes

Perception of Alexa

Future Worlds Challenge: Final Survey
As a reminder, 👉 please don't look Alexa up online or ask anyone about Alexa and please don't 
talk to anyone about your answers until the entire Future Worlds Challenge is done 👈.

* Required

What is your code name? (Note: This should have been emailed to you when you

registered. If you don't know it, ask one of the leaders, like Jessica, in the Zoom-

chat.) *

I am... *

I agree to NOT discuss my answers with anyone (including my

child/parent/grandparent) until after the entire Future Worlds Challenge has

completed *
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4.

Mark only one oval.

Machine-like

1 2 3 4 5

Human-like

5.

Mark only one oval.

Inflexible

1 2 3 4 5

Flexible

6.

Mark only one oval.

Friend

1 2 3 4 5

Co-worker

7.

Mark only one oval.

Warm

1 2 3 4 5

Cold

Do you think Alexa is more machine-like or human-like? *

Do you think Alexa is more inflexible (like someone who has a hard time changing

plans) or flexible (like someone who can easily change plans)? *

Do you think Alexa is more of a friend or a co-worker (in this case, someone you

might work on a project with, but wouldn't hang out with)? *

Do you think Alexa is more warm (like someone who is friendly/caring) or cold (like

someone who is unfriendly/uncaring)? *
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8.

Mark only one oval.

Unreliable

1 2 3 4 5

Dependable

9.

Mark only one oval.

Interactive

1 2 3 4 5

Start-stop

10.

Mark only one oval.

Competent

1 2 3 4 5

Incompetent

11.

Mark only one oval.

Authority figure

1 2 3 4 5

Peer

Do you think Alexa is more unreliable (like someone you wouldn't trust) or

dependable (like someone you can trust)? *

Do you think Alexa is more interactive (like someone who listens and talks back and

forth) or start-stop (like someone who doesn't continue the conversation)? *

Do you think Alexa is more competent (like someone who can understand and do

things well) or incompetent (like someone who has a hard time understanding or

doesn't do a good job)? *

Do you think Alexa is more like an authority figure (like a teacher) or peer (like a

classmate)? *
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12.

Knowledge-sharing

13.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

14.

Mark only one oval.

Strong disagree

1 2 3 4 5

Strongly agree

Do you think you changed your opinions on any of the above questions since going

through the activities? If so, what changed and why do you think they changed? If

not, why do you think they stayed the same? (At least 1-2 sentences) *

I see myself as a computer programmer *

I am confident I can design and create my own technology project, not just

something someone tells me to create. *
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15.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

16.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

17.

Mark only one oval.

Always right

1 2 3 4 5

Always wrong

18.

I am confident I can make an impact in my community or in the world using

technology. *

I trust conversational agents (e.g., Siri, Alexa, Google Home) *

Conversational agents (e.g., Siri, Alexa, Google Home) say things that are… *

Do you think you changed your opinion on whether conversational agents say

things that are right/wrong since going through the activities? If so, how did it

change and why do you think it changed? If not, why do you think it stayed the

same? (At least 1-2 sentences) *
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19.

Mark only one oval per row.

20.

Mark only one oval.

Other:

I finished both tutorials and did the third tutorial on my own too

I finished both tutorials

I only finished the first tutorial

I only finished the second tutorial

If you asked the people/systems below questions about recent events (e.g., things

in the news), how often do you think their responses would be correct vs.

incorrect? *

Always
incorrect

Incorrect
most of the

time

About equal
amounts incorrect

and correct

Correct
most of
the time

Always
correct

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

If I asked my
parents about the
news

If I looked in the
newspaper

If I asked Alexa
about the news

If I asked my
friend about the
news

If I did a Google
search for news

Did you finish building the two tutorials and get the Alexa Skills working yesterday?

*
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21.

22.

What did you like most about the workshops? *

What could be improved? *
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Appendix C

Ideation Boards from the

Conversational Agent Development and

Perceptions Study

This appendix contains the ideation boards from the study in Chapter 3. As a part

of the study, participants came up with ideas for future conversational agents and put

virtual sticky-notes on shared Miro boards [110]. This activity was completed by parents

and children from both of the workshops (WEIRD and non-WEIRD). The following

pages show the participants’ final boards in the following order: (1) children from non-

WEIRD countries’ board, (2) parents from non-WEIRD countries’ board, (3) children

from WEIRD countries’ board, and (4) parents from WEIRD countries board.
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Future of Conversational Agents: Parent/Grandparent/Guardian Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Future of Conversational Agents: Children Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Other ideas 🚀Other ideas 🚀

For me the 
agent's voice 

should sound less 
robotic. But not 
too human like.

It should 
sound positive 
and ready to 
help (has a 

positive tone)

An ideal conversational 
agent should have a voice 

that is natural, but still 
robotic enough not to be 
uncanny. It needs to be 

able to put people at ease 
yet and serve to support 

someone in a natural 
manner.

The voice 
should be 

different each 
time you use it

American 
voice Irish british

A human 
voice with 

customizable 
accents.

sounds like 
a human 
but not 

completely

they should 
change the voice 
of the agent into 
other voice other 
than a robot voice

News
Random 

Interesting 
facts.

jokes and 
news and 
general 

stuff

general 
things

funny 
stuff

inspirational 
quotes

What the 
user asks 

about.

Funny stuff, 
insprational 
quotes, and 

Fun Facts

Comforting and 
supportive topics 

that encourage the 
listener be their best 

self and be 
emotionally and 
mentally stable

Maybe the user 
can set what 

topics they would 
like to discuss 
with the agent

news in 
television

news about 
things that 
we mainly 

use

Add 
persian 

language

Don't give it too 
much intelligence 

otherwise it'll 
summon 

something unholy

create 
graphs

It uses the glasses 
as a white board 
to show you the 

things you 
requested

holographic

hello fun 
fact

Good 
day, 

<name>

What's 
up

Hi g'day
Greetings, 
how may I 
help you?

Welcome 
back. 

*insert 
name*

how is 
your day

Hello, how 
may I help 
you today?

 "Your stability 
is of the 
utmost 

importance to 
me"

interact with 
other apps to 
make doing 
stuff easier

making 
choises

Suggest 
alternative 

keyword when 
searching for 

info

make 
a joke

Comfort the user, 
assist the user in 
menial tasks, and 
remember simple 
things for the user

be in a 
conversation

Remind me 
things that i 

forgot where 
i place.

make 
tea

All the 
basic things 
a computer 

can do.

It will be able to 
use the basic 

settings and most 
if not all of 

information 
gathering.

can read 
instruction

Have a 
conversation

Make a joke 
and tell 

about the 
normal stuff

Like a robot, 
but not human 
like otherwise 
it would be a 

bit creepy.

a fancy 
penguin with 
a bowtie and 

a monocle

phone 
or robotrobot

Something easy to 
bring around so it 

can easily be 
relocated to 

wherever the user 
needs it

Something small 
and hard to see, so 
it cannot be easily 

seen and taken and 
will act more like a 

conscience or a 
voice in your head

Some sort of 
an accessory 
(most likely 

glasses)

Probably 
just a 

program.

cute 
robot jarvis human

depends 
on topic

Just a 
regular 
robot

understand 
the accent 

of each 
country

friendly 
and 

natural

The voice 
with emotion 
and not feels 

like robots

friendly 
and 

expressive

no delay 
and fast 

response to 
act

Calm & 
confident

say local 
words 

without an 
accent

able to 
select 

gender and 
age

How much 
trash is filling 
up the landfill 

today

How many 
covid cases 
in my city 

today

Air 
Quality 
today

Trending 
news News weather

sport news 
based on 
our sport 
activities

Education 
tips Cultural covid-19 

updates
Architecture

Traffic 
info

vacation 
tips

Hello 
there!

Hello 
or Hi

How are 
you 

today

Good 
morning

Have a 
good 
day

greetings 
in local 

language

Remember 
passwords

Reminder 
for 

meetings

home 
automation, 
such as: turn 

off light at 
certain time

Remember 
schedule

remind about 
tasks/ to do’s 

and provide the 
info needed to 

complete

Give 
reminders for 
tasks that can 
be inputted by 

the user

assist in 
planning 
tasks to 

optimize time

traffic 
suggestion

optimize routes based 
on tasks (in specific 
locations) and  up to 

date traffic situations  
(like a Google Maps 

with extra functionality)

morning alarm that 
will only stop stop 
after you wake up 
(maybe even get 
louder when you 
sleep through it)

home or 
office 

appliance 
like

Human 
like

like a 
friendly 
robot

BB8

cartoony and 
customizable

I think they 
should have a 
better voice 
with more 

emotion on it

Friendly, 
Southern/Western 

accent type of 
voice Things that 

I am 
interested 

about

Good 
night’

Toonish 3D 
image on a 

screen
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Future of Conversational Agents: Parent/Grandparent/Guardian Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Future of Conversational Agents: Children Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Other ideas 🚀Other ideas 🚀

For me the 
agent's voice 

should sound less 
robotic. But not 
too human like.

It should 
sound positive 
and ready to 
help (has a 

positive tone)

An ideal conversational 
agent should have a voice 

that is natural, but still 
robotic enough not to be 
uncanny. It needs to be 

able to put people at ease 
yet and serve to support 

someone in a natural 
manner.

The voice 
should be 

different each 
time you use it

American 
voice Irish british

A human 
voice with 

customizable 
accents.

sounds like 
a human 
but not 

completely

they should 
change the voice 
of the agent into 
other voice other 
than a robot voice

News
Random 

Interesting 
facts.

jokes and 
news and 
general 

stuff

general 
things

funny 
stuff

inspirational 
quotes

What the 
user asks 

about.

Funny stuff, 
insprational 
quotes, and 

Fun Facts

Comforting and 
supportive topics 

that encourage the 
listener be their best 

self and be 
emotionally and 
mentally stable

Maybe the user 
can set what 

topics they would 
like to discuss 
with the agent

news in 
television

news about 
things that 
we mainly 

use

Add 
persian 

language

Don't give it too 
much intelligence 

otherwise it'll 
summon 

something unholy

create 
graphs

It uses the glasses 
as a white board 
to show you the 

things you 
requested

holographic

hello fun 
fact

Good 
day, 

<name>

What's 
up

Hi g'day
Greetings, 
how may I 
help you?

Welcome 
back. 

*insert 
name*

how is 
your day

Hello, how 
may I help 
you today?

 "Your stability 
is of the 
utmost 

importance to 
me"

interact with 
other apps to 
make doing 
stuff easier

making 
choises

Suggest 
alternative 

keyword when 
searching for 

info

make 
a joke

Comfort the user, 
assist the user in 
menial tasks, and 
remember simple 
things for the user

be in a 
conversation

Remind me 
things that i 

forgot where 
i place.

make 
tea

All the 
basic things 
a computer 

can do.

It will be able to 
use the basic 

settings and most 
if not all of 

information 
gathering.

can read 
instruction

Have a 
conversation

Make a joke 
and tell 

about the 
normal stuff

Like a robot, 
but not human 
like otherwise 
it would be a 

bit creepy.

a fancy 
penguin with 
a bowtie and 

a monocle

phone 
or robotrobot

Something easy to 
bring around so it 

can easily be 
relocated to 

wherever the user 
needs it

Something small 
and hard to see, so 
it cannot be easily 

seen and taken and 
will act more like a 

conscience or a 
voice in your head

Some sort of 
an accessory 
(most likely 

glasses)

Probably 
just a 

program.

cute 
robot jarvis human

depends 
on topic

Just a 
regular 
robot

understand 
the accent 

of each 
country

friendly 
and 

natural

The voice 
with emotion 
and not feels 

like robots

friendly 
and 

expressive

no delay 
and fast 

response to 
act

Calm & 
confident

say local 
words 

without an 
accent

able to 
select 

gender and 
age

How much 
trash is filling 
up the landfill 

today

How many 
covid cases 
in my city 

today

Air 
Quality 
today

Trending 
news News weather

sport news 
based on 
our sport 
activities

Education 
tips Cultural covid-19 

updates
Architecture

Traffic 
info

vacation 
tips

Hello 
there!

Hello 
or Hi

How are 
you 

today

Good 
morning

Have a 
good 
day

greetings 
in local 

language

Remember 
passwords

Reminder 
for 

meetings

home 
automation, 
such as: turn 

off light at 
certain time

Remember 
schedule

remind about 
tasks/ to do’s 

and provide the 
info needed to 

complete

Give 
reminders for 
tasks that can 
be inputted by 

the user

assist in 
planning 
tasks to 

optimize time

traffic 
suggestion

optimize routes based 
on tasks (in specific 
locations) and  up to 

date traffic situations  
(like a Google Maps 

with extra functionality)

morning alarm that 
will only stop stop 
after you wake up 
(maybe even get 
louder when you 
sleep through it)

home or 
office 

appliance 
like

Human 
like

like a 
friendly 
robot

BB8

cartoony and 
customizable

I think they 
should have a 
better voice 
with more 

emotion on it

Friendly, 
Southern/Western 

accent type of 
voice Things that 

I am 
interested 

about

Good 
night’

Toonish 3D 
image on a 

screen
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Future of Conversational Agents: Parent/Grandparent/Guardian Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Future of Conversational Agents: Children Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

A friendly and 
welcoming voice, 
allowing users to 
adapt and build a 

connection

A friendly, 
humorous voice 
that makes the 

user feel 
comfortable 

talking to the bot.

doesn’t sound too 
much like an actual 
machine, one that 

sounds like a human 
and maybe even has 

different tones.

A warm, kind, 
welcoming voice 

that allows users to 
easily adapt and feel 

confident in 
conversing with.

Dr 
disrespect

You should be 
able to choose 

a voice from 
various 
options.

It would 
sound 

exactly like 
a friend.

It would 
have a 
British 
accent.

A warm voice that 
is pleasant to 

listen to. 
Memorable but 

not in a stiff way.

The 
doctor

It would talk 
about all of 
the newest 
news on my 
fav tv shows.

updates on news, 
help with everyday 

tasks, casual 
conversation, fun 

facts, games, jokes, 
weather, reminders, 

etc

Trending 
shows 

for today

Everyday helpful 
topics like the 

weather, traffic, 
news, specific and 
unique interests 

for the user.

Facts, 
dates, 

etc.

My 
interests

updates based on 
my interests, like if 

there’s a major 
breakthrough in 
science or a new 

song released by my 
favorite artist

Everyday topics 
(i.e. news, 

weather, traffic) 
and personalize 

the experience for 
the user

It should be able 
to say subjective 

things, but it 
should flag 

them

sports
Ideas 

when you 
our bored.

It would be interesting 
to see a conversational 
agent comfort and talk 
as a therapist. Discuss 

topics like mental 
health, perspectives, 

etc.

music

Other ideas 🚀Other ideas 🚀

Have a 
Miraculous 

day.

Hey! What 
is your plan 
for today?

Good Morning! 
How can I 
assist you 

today?

Good 
Night

maybe positive 
uplifting notes like 

“you can do it!!!” 
or something 
motivating or 
encouraging

"How are 
you feeling 

today"

what 
can I get 

you?

"What can I 
help you 

with?" (i.e. 
colloquial 
phrases)

How is 
your 
day?

It would 
help me find 
news on tv 

shows.

It would sing 
happy 

Birthday with 
the persons 

name.

Explain terms, solve 
tedious calculations 
quicker, scheduling 
appointments, and 

more everyday tasks 
to make people's 

lives easier.

Automatically pull out 
sources from the web 
most relevent to your 
questions. Not just the 
source but quotations 

from the sources 
themselves,

overall ease the 
amount of work i have 
to do, by being able to 

receive information 
and listen to it instead 
of having to get on my 
computer and read it

Connect and bring 
interactivity to a 
person's smart 

home (i.e. lights, 
tvs, fridges, 

speakers, etc.)

It should only 
be able to 

access 
information on 

the internet

(not take 
actions like 
creating an 

account)

create 
movational 

information.

It would 
look like a 

charter from 
a tv show.

professional 
and formal

something that 
isn’t too 

intimidating and 
absolutely freak 

me out every time 
i see it

Something small 
with rounder edges 

to encompass a 
welcoming and non-​

threatening look.

something that I 
could personalize 

based on my 
interests, like a 

custom build your 
own coversational 
agent kind of thing

A device that is 
small that it can fit 
almost anywhere, 
like the apple air 

tag.

It would be 
abstract 

(not 
humanoid)

A vast network 
of smart 

speakers and 
displays, similar 
to current times

I feel like looks do not 
really matter in systems 

like this but if it does make 
people more comfortable 

maybe a human like face if 
not just a bock don't know

Calm 
comforting 

voice

Many  more 
languages 
than main 
languages

Friendly
Morgan 
freeman

Set your preference, 
but also say your 

mood so it can 
adjust, more natural 

sounding/less 
mechanical

It will be cool 
if can pick 

and choose 
the voice

HAL 
9000

Stevie 
Nicks

Current 
events

story 
telling

Weather local 
updates

How IT 
is 

feeling.

important 
news/subject 

I am 
interested

remind me 
on things. I 
asked it to 
remember

tech 
issues

Stock 
market 
analysis

recommendations music

Polite 
responses

Salutations
Friendly 

reminders

small bits 
of info such 
as weather

Just casual 
chat, like 

you do with 
your friends

Encouraging 
conversions

Start a 
really big 
argument 
with me.

comparision 
shop

Check 
your 

wellbeings

Buy 
groceries

Get help 
emergency’s

Make 
recommendations 

based on your 
biometric data.

Suggest 
options for 

requests

Video 
game 

partner Impersonate 
my voice, and 

get on the 
phone with 

people I know.Send the 
car to get 

gassed up.

control 
smart 
home 

devices

voice-​
controlled 
while I am 
driving, etc

play 
podcast

Deal with 
customer 

service 
bots for me

Change voice or 
tone of voice for 
a more human 

like 
conversation

Generate new 
art, music, and 
movies based 

on my 
prompts.

Robots 
like 

Lovot
R2D2 Alien

Microsoft 
paper 

clip

Your 
favourite 
animal

talk to the 
same agent 
from every 

where (home, 
cars)

Butler for the 
family - shared 

info among family 
member, but with 

personal spaceGort -- the 
robot from 

The Day The 
Earth Stood 

Still

Frankenstein
A 

rock.
A chair with 
headphones
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Future of Conversational Agents: Parent/Grandparent/Guardian Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

Future of Conversational Agents: Children Ideas!
What kinds of things (e.g., topics) might your ideal 

conversational agent talk about? 💭
What might your ideal conversational agent's voice 

be like? 🎤
What are some phrases your ideal conversational 

agent might say? 💬
What are some things your ideal conversational 

agent can do (e.g., tasks)? 🛠
What might your ideal conversational agent look 

like? 👀

A friendly and 
welcoming voice, 
allowing users to 
adapt and build a 

connection

A friendly, 
humorous voice 
that makes the 

user feel 
comfortable 

talking to the bot.

doesn’t sound too 
much like an actual 
machine, one that 

sounds like a human 
and maybe even has 

different tones.

A warm, kind, 
welcoming voice 

that allows users to 
easily adapt and feel 

confident in 
conversing with.

Dr 
disrespect

You should be 
able to choose 

a voice from 
various 
options.

It would 
sound 

exactly like 
a friend.

It would 
have a 
British 
accent.

A warm voice that 
is pleasant to 

listen to. 
Memorable but 

not in a stiff way.

The 
doctor

It would talk 
about all of 
the newest 
news on my 
fav tv shows.

updates on news, 
help with everyday 

tasks, casual 
conversation, fun 

facts, games, jokes, 
weather, reminders, 

etc

Trending 
shows 

for today

Everyday helpful 
topics like the 

weather, traffic, 
news, specific and 
unique interests 

for the user.

Facts, 
dates, 

etc.

My 
interests

updates based on 
my interests, like if 

there’s a major 
breakthrough in 
science or a new 

song released by my 
favorite artist

Everyday topics 
(i.e. news, 

weather, traffic) 
and personalize 

the experience for 
the user

It should be able 
to say subjective 

things, but it 
should flag 

them

sports
Ideas 

when you 
our bored.

It would be interesting 
to see a conversational 
agent comfort and talk 
as a therapist. Discuss 

topics like mental 
health, perspectives, 

etc.

music

Other ideas 🚀Other ideas 🚀

Have a 
Miraculous 

day.

Hey! What 
is your plan 
for today?

Good Morning! 
How can I 
assist you 

today?

Good 
Night

maybe positive 
uplifting notes like 

“you can do it!!!” 
or something 
motivating or 
encouraging

"How are 
you feeling 

today"

what 
can I get 

you?

"What can I 
help you 

with?" (i.e. 
colloquial 
phrases)

How is 
your 
day?

It would 
help me find 
news on tv 

shows.

It would sing 
happy 

Birthday with 
the persons 

name.

Explain terms, solve 
tedious calculations 
quicker, scheduling 
appointments, and 

more everyday tasks 
to make people's 

lives easier.

Automatically pull out 
sources from the web 
most relevent to your 
questions. Not just the 
source but quotations 

from the sources 
themselves,

overall ease the 
amount of work i have 
to do, by being able to 

receive information 
and listen to it instead 
of having to get on my 
computer and read it

Connect and bring 
interactivity to a 
person's smart 

home (i.e. lights, 
tvs, fridges, 

speakers, etc.)

It should only 
be able to 

access 
information on 

the internet

(not take 
actions like 
creating an 

account)

create 
movational 

information.

It would 
look like a 

charter from 
a tv show.

professional 
and formal

something that 
isn’t too 

intimidating and 
absolutely freak 

me out every time 
i see it

Something small 
with rounder edges 

to encompass a 
welcoming and non-​

threatening look.

something that I 
could personalize 

based on my 
interests, like a 

custom build your 
own coversational 
agent kind of thing

A device that is 
small that it can fit 
almost anywhere, 
like the apple air 

tag.

It would be 
abstract 

(not 
humanoid)

A vast network 
of smart 

speakers and 
displays, similar 
to current times

I feel like looks do not 
really matter in systems 

like this but if it does make 
people more comfortable 

maybe a human like face if 
not just a bock don't know

Calm 
comforting 

voice

Many  more 
languages 
than main 
languages

Friendly
Morgan 
freeman

Set your preference, 
but also say your 

mood so it can 
adjust, more natural 

sounding/less 
mechanical

It will be cool 
if can pick 

and choose 
the voice

HAL 
9000

Stevie 
Nicks

Current 
events

story 
telling

Weather local 
updates

How IT 
is 

feeling.

important 
news/subject 

I am 
interested

remind me 
on things. I 
asked it to 
remember

tech 
issues

Stock 
market 
analysis

recommendations music

Polite 
responses

Salutations
Friendly 

reminders

small bits 
of info such 
as weather

Just casual 
chat, like 

you do with 
your friends

Encouraging 
conversions

Start a 
really big 
argument 
with me.

comparision 
shop

Check 
your 

wellbeings

Buy 
groceries

Get help 
emergency’s

Make 
recommendations 

based on your 
biometric data.

Suggest 
options for 

requests

Video 
game 

partner Impersonate 
my voice, and 

get on the 
phone with 

people I know.Send the 
car to get 

gassed up.

control 
smart 
home 

devices

voice-​
controlled 
while I am 
driving, etc

play 
podcast

Deal with 
customer 

service 
bots for me

Change voice or 
tone of voice for 
a more human 

like 
conversation

Generate new 
art, music, and 
movies based 

on my 
prompts.

Robots 
like 

Lovot
R2D2 Alien

Microsoft 
paper 

clip

Your 
favourite 
animal

talk to the 
same agent 
from every 

where (home, 
cars)

Butler for the 
family - shared 

info among family 
member, but with 

personal spaceGort -- the 
robot from 

The Day The 
Earth Stood 

Still

Frankenstein
A 

rock.
A chair with 
headphones
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Appendix D

Additional Results from the

Conversational Agent Development and

Perceptions Study

This appendix contains additional information about responses to the surveys in Ap-

pendix B from the study discussed in Chapter 3. In particular, it includes information

about participants’ responses when rating Google, the newspaper, Alexa, parents and

friends on a 5-point scale in terms of trust of information correctness. The figures in this

appendix show the results from subsets of participants in this order: overall participants,

participants from non-WEIRD countries, participants from WEIRD countries, children

and then parents. For each figure, the technology (e.g., Google, the newspaper or Alexa)

or people group (e.g., parents or friends), which I will call “systems” in this appendix, are

ordered from greatest to least trust. Between each system there is a symbol indicating

whether participants’ trust in the system on the left is significantly greater than partic-

ipants’ trust in the system on the right. Table D.1 shows what each symbol denotes.

For example, if Alexa was trusted significantly more than parents with a p-value of less

than 0.001, the figure would show, “Alexa ***> Parents”; alternatively, if Google was not

trusted significantly more than the newspaper (but Google still had a greater mean level

of trust), the figure would show, “Google (>) Newspaper”.

Note that these figures only show significant differences between systems that are

trusted most closely. For instance, in the pre-survey results in Figure D-1, Google and

Alexa are compared, since participants trusted them to a similar extent, but Google and
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Table D.1: Symbols from figures and their corresponding p-values.

Significance Symbol

𝑝 ≤ .05 *

𝑝 ≤ .01 **

𝑝 ≤ .001 ***

Not significant ( )

parents are not compared (despite there being a significant difference between the two).

In general, participants trusted technology (Google, the newspaper and Alexa) more than

people (parents and friends).

Figure D-1: The mean responses for participants overall when rating Google, the news-
paper, Alexa, parents and friends on a 5-point scale in terms of trust of information
correctness. The systems are ordered from greatest to least trust. Table D.1 shows the
significance symbols.
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Figure D-2: The mean responses for participants from non-WEIRD countries when rating
Google, the newspaper, Alexa, parents and friends on a 5-point scale in terms of trust of
information correctness. The systems are ordered from greatest to least trust. Table D.1
shows the significance symbols.

Figure D-3: The mean responses for participants from WEIRD countries when rating
Google, the newspaper, Alexa, parents and friends on a 5-point scale in terms of trust of
information correctness. The systems are ordered from greatest to least trust. Table D.1
shows the significance symbols.
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Figure D-4: The mean responses for children when rating Google, the newspaper, Alexa,
parents and friends on a 5-point scale in terms of trust of information correctness. The
systems are ordered from greatest to least trust. Table D.1 shows the significance symbols.

Figure D-5: The mean responses for parents when rating Google, the newspaper, Alexa,
parents and friends on a 5-point scale in terms of trust of information correctness. The
systems are ordered from greatest to least trust. Table D.1 shows the significance symbols.
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Appendix E

Zhorai Teaching Resources

This appendix contains teaching resources for the Zhorai activity [99], including a student

worksheet, worksheet rubric and teacher guide. The Zhorai repository is stored on GitHub

[192].
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Name: ___________________

What have we learned from Zhorai?

1. Which sentences could you say to Zhorai to create the following mind map?

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________
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2. What could you tell Zhorai about monkeys so that it could correctly guess that
monkeys live in rainforests? Try to use at least three sentences.

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

3. The following histogram is what Zhorai thinks about where “toucans” live. Based
on this histogram, which ecosystem would Zhorai think a toucan lives in?

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________
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4. Which ecosystems do snakes live in? Why might Zhorai have a difficult time
classifying snakes into one ecosystem, even if it knew everything there is to
know about them?

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

5. Have you tried saying “Zhorai” to Zhorai? If not, ask the teacher if you can try.
Does Zhorai recognize its own name? If not, why do you think it doesn’t? Can
you think of another name that Zhorai won’t recognize?

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

6. After teaching Zhorai new information, what would you like to teach Siri, Alexa, or
any other conversational agent about? How might you teach it?

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________

______________________________________________________________________
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Worksheet Rubric

Question 1

Goal Evidence: I see students... Notes

Students understand
mindmap is about
cheetahs

● Using at least one sentence with
“Cheetah(s) is/are…”

Students understand the
colors of the mindmap

● 4 - Gets all sentences correct. E.g.,
“Cheetahs live in Africa”
“Cheetahs are fast”
“Cheetahs have black spots”
“Cheetahs are not slow”

● 3 - Misses one of the sentences or uses
“Cheetahs are black”
“Cheetahs are slow”

● 2 - Only gets two sentences correct
● 1 - Only gets one sentence correct

Question 2

Goal Evidence: I see students... Notes

Students understand how
sentences are created

● Using at least one sentence that
describes monkeys (e.g. “Monkey(s)
is/are…”

Students understand that
the sentences need to
incorporate details
about the rainforest

● Using at least one sentence that
logically references the rainforest
mindmap (e.g. has words like “trees”,
“plants”, “rain”, “humid”, “damp”, etc)

● 4 - Uses three or more sentences that
logically refer to the rainforest mindmap

● 3 - Uses two or more sentences that
logically refer to the rainforest mindmap

● 2 - Uses at least one sentences that
logically refer to the rainforest mindmap

● 1 - Uses at least one sentence that
describes monkeys (e.g. “Monkey(s)
is/are

Question 3
Goal Evidence: I see students... Notes

Students understand what
the histogram means

● Choosing “rainforest” as the ecosystem
Zhorai thinks a toucan would live in

Question 4
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Goal Evidence: I see students... Notes

Students recognize snakes
live in many different
ecosystems

● Listing various ecosystems that snakes
live in

● If they do not understand that snakes
like in multiple places, then this is
invalid

Students relate to how
Zhorai could still guess
“incorrectly” because there
are multiple correct
answers in this case

● Providing at least one reason that is
similar to “Zhorai would be confused
because there is no definitive
classification for snakes”

Question 5
Goal Evidence: I see students... Notes

Students see that Zhorai
does not recognize its
own name

● Answering “no” to “Does Zhorai
recognize its own name?”

Students understand that
Zhorai only knows English
words

● Providing at least one plausible reason
● Providing another name/word that is

not an English word
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Zhorai - Elementary School - Grades 3-5
Essential Question
How can an AI learn through interaction?

Objectives
Students will be able to

● Interact with a conversational agent
● Identify what AI can learn
● Brainstorm implications of bias in AI

Connection to Common Core
ISTE standards for CS Educators

● Standard 1. Computational Thinking - Learner (Understand the software component of
computing systems)

● Standard 2. Computational Thinker - Facilitator (Educators engage students in
identifying problems that can be solved using computational thinking)

● Standard 6. Equity and Inclusion - Advocate (Address a diverse range of ethical, cultural,
and social perspectives on computing)

CSTA K-12 CS Standards (Grade 3-5)
● 1B-IC-18 - Discuss computing technologies that have changed the world, and express

how those technologies influence, and are influenced by, cultural practices.
● 1B-CS-01 - Describe how internal and external parts of computing devices function to

form a system.
Digital Literacy and CS (Massachusetts only)

● how computing affects society (for example, privacy and the security of information)

Tools and Materials
● Laptop (3-5 students per device per facilitator)
● Pencils (1 per student)
● Pre-activity assessment
● Post-activity assessment
● Worksheet
● Teacher resources

Summary
This small-group, learning activity focuses on learning how an AI can learn through teaching a
conversational agent. As a demonstration, this lesson allows the teacher and students to
explore and experiment with teachable AIs using a voice-based input and a browser-based UI
that displays the mental model of the AI. The teacher will explain what to teach Zhorai, show
what Zhorai has learned, and facilitate student discussion on how Zhorai can be biased. The
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lesson will conclude by asking students to imagine what happens if AIs are biased in the real
world, and how that would impact society.

Agenda
● Warm-up (10 minutes)
● Module 1: Understanding Knowledge Representation in Machines (10 minutes)
● Module 2: Teaching New Knowledge to Machines (10 minutes)
● Module 3: Witnessing Machine Learning Classification (10 minutes)
● Module 4: AI & Ethics Discussion (15 minutes)
● Cool down (5 minutes)

Assessment
Demonstration of Learning

● Students can interact naturally with Zhorai
● Students can understand how Zhorai organizes its knowledge (i.e., knowledge

representation)
● Students teach Zhorai new knowledge

Classroom Discussion
● Student-generated ideas of what to teach Zhorai (i.e., what facts to feed to Zhorai’s

training model)

Oral Responses
● Students can explain how Zhorai makes decisions in Module 2
● Students can explain how AI (like Zhorai) can have bias and real-life implications of bias

Written Responses
● Students complete pre-activity worksheet to demonstrate any existing knowledge about

AI and ML
● Students complete post-activity worksheet to demonstrate mastery of learning activity

concepts

Teaching Guide
Warm-up (10 minutes)
Teacher begins class by assessing students what they know about learning in AI.
Potential discussion questions:

● How do you think Alexa or Siri works?
● Can Alexa learn new things?
● Can we teach Alexa new things?
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Teacher then uses computer to introduce Zhorai. Zhorai has a built-in self-introduction module
where Zhorai introduces what planet they’re from (i.e., small talk) and students have a chance
to build rapport with Zhorai the fictional character. The following script is an example of what this
dialog might look like:

Moderator: Today we're going to talk to an alien from another planet! It's name is Zhorai, and
it's actually a computer program, or conversational agent that MIT students created. Would
someone like to say hi to Zhorai?
(The moderator chooses a student, who comes up to the computer and clicks record.)
Student: Hi!
Zhorai: Hi there! What's your name?
Student: My name is Erin.
Zhorai: Erin, what a nice name. Where are you from?
Student: I'm from Boston.
Zhorai: Interesting! I'm from planet Igbruhmmelkin. I've never heard of Boston before. Can you
tell me more?
(A button appears with the words, "Find out what Zhorai knows about your planet!", which takes
the class to the next module.)

Module 1
1. After the students have a chance to interact with Zhorai and familiarize with the controls

(record and listen buttons), the teacher then states, “This is Zhorai’s first time on Earth
and Zhorai made a lot of observations about Earth’s ecosystems. Does everyone know
what an ecosystem is? (Zhorai knows about the desert, ocean, grassland, forest, and
tundra). Let’s look inside Zhorai’s brain and see how it thinks!

2. The teacher guides students into making observations about the ecosystem mindmaps.
The teacher records student asking, “Zhorai, what do you know about deserts?”

3. After each ecosystem, the teacher shows the students what Zhorai’s mental
representation of each ecosystem is (i.e., the mindmaps).

4. The teacher shows them the sentences that Zhorai’s model was trained on and asks,
“What do you notice about these sentences and how it connects to Zhorai’s mindmap for
[ecosystem]?”

The following dialog illustrates what Module 1 might look like:

Moderator: Zhorai already knows a little bit about planet Earth. Let's ask it about what it knows.
Who wants to ask Zhorai what it knows about the desert?
Student: What do you know about deserts?
Zhorai: Here's what I know about deserts. They're fascinating! (A mindmap about deserts
appears, as shown below. This mindmap was created using the sentences that appear below
the mindmap.)
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The desert mindmap.

A few of the sentences that created the desert mindmap.

Moderator: Why don't we ask Zhorai what it knows about oceans?
Student: What is an ocean?
Zhorai: Oh yes, oceans are very interesting. Here's what I know. (Another mindmap and list of
sentences appears.)
Moderator: What other ecosystem can we ask Zhorai about?
Student: What do you know about plains?
Zhorai: Hmmm, I haven't heard about that ecosystem before, but I know about rainforests.
The class discusses why Zhorai knows only about some ecosystems. This is because Zhorai
was only given data about specific ecosystems. In other words, Zhorai’s machine learning
model was only trained on particular data.

Module 2
1. The teacher introduces the second module by asking students, “Let’s think about an

animal that lives in one of these ecosystems. How might Zhorai know where this animal
lives without us telling Zhorai explicitly?”
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2. Let’s try it! Teacher guides students into describing animals without saying the animal
name (i.e., Taboo).

a. Here are some example sentences that enable Zhorai to classify the animal
correctly. Notice how descriptive they are. Try to have students talk about the
climate and vegetation that the animal lives around.

i. Bees fly around from plant to plant spreading pollen
ii. Birds fly from tree to tree
iii. Camels live in hot dry places with lots of sand and they don’t need much

water
iv. Cows graze in fields and eat lots of grass
v. Dolphins swim around in the sea and blow water out of their blowholes

vi. Fish are found in wet places with seaweed
vii. Polar bears live near icebergs in the arctic
viii. Whales are the largest animal in the sea and they blow water out of their

blowhole
3. Afterwards, teacher shows the students the mindmap that Zhorai builds for the animal

they discuss.

Moderator: Zhorai knows a little bit about ecosystems, but doesn't know about what animals
live in each ecosystem. Let's teach Zhorai about these animals.
(In this module, there is a prompt on-screen that says, "Zhorai would like to know about camels.
Could you teach it about them?".)
Student: Camels are big and brown. They walk on the sand all day. Camels live in hot
temperatures and they drink very little water.
Zhorai: Wow, camels sound really interesting! Let me think for a bit and then I'll show you my
thoughts.
(A mindmap about camels appears on screen, as shown below.)
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An example mindmap for camels.

(A new prompt appears on the screen stating, "Zhorai would like to know about bees. Could you
teach it about them?".)
Student: Bees make honey. They are very small and collect pollen from flowers every day.
Zhorai: Bees sound fascinating! Now I want to visit earth and all of it's life! I'll show you what I
understand after I think for a little while.
The students then discuss how well they think Zhorai understands each animal.

Module 3
1. Teacher introduces third module by asking students, “Now, let’s see how Zhorai makes

decisions on which ecosystem [animal] lives in!”
2. Teacher shows the students the bar graph Zhorai builds for comparing how close an

animal is to the ecosystem representation. The students should notice that the Zhorai
chooses the ecosystem that is the closest in proximity to the animal’s datapoint.

The following script illustrates example dialog for Module 3:
Moderator: Now that Zhorai knows about ecosystems and animals, let's see if it can guess
which ecosystems certain animals belong to. Who would like to ask Zhorai to guess?
Student: Where are bees from?
Zhorai: Oh yeah, bees sound interesting. Let me think about where they might be from.
Zhorai: Based on what I know about Earth, I would guess bees live in rainforests. (A bar graph
appears on screen with the rainforest bar as the highest, as shown below. The mindmap about
bees from Module 2 also appears on screen.)

An example bar graph for bees.
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Moderator: Let's think about this for a second. Zhorai is a computer program, so it uses
numbers to think. This scatter plot shows what Zhorai understands about ecosystems and fish.
You can see that there are numbers on the sides of the graph. Based on this graph, why do you
think Zhorai thinks bees live in rainforests?
Student: Because the bar for rainforests is the highest on the graph!
Moderator: Exactly! The similarity (which can be represented by a number) between bees and
the rainforest ecosystem is the highest. Let's see if Zhorai can guess where another animal
comes from.
Student: Guess where polar bears are from.
Zhorai: I'll think about polar bears for a bit and let you know!
Zhorai: Hmm, I'm not sure! I haven't heard much about that animal.
Moderator: Since we didn't teach Zhorai about polar bears, it doesn't have any idea where they
are from.

Each classification will be accompanied by a discussion about how Zhorai represents
knowledge and why it has succeeded or failed at the classification task. Zhorai may fail at the
classification task if it is not given enough descriptors to place the animal correctly in the
embedding space (which is the high dimensional space that is simplified and illustrated by the
scatter-plot). Zhorai needs a sufficient amount of description words about animals to discern
where the animals might live.

Module 4
1. Teacher can discuss how Zhorai works:

a. How does Zhorai learn and perceive the world?
i. Zhorai learns through being given information. It does not know anything

without being given information. For example, Zhorai only knows about
ecosystems because it was previously given information from the internet
about ecosystems. Since Zhorai was not given information specifically
about animals, it only knows about animals if it is told about them.

ii. Zhorai can perceive the world by using a microphone. The microphone
converts the sound waves to numbers, the numbers to phonemes, the
phonemes to strings of letters and words, and the words to sentences.
The sentences are then parsed or sectioned into parts and can be
represented by a mindmap.

b. How did Zhorai learn English?
i. Zhorai learned English in a similar way to how it learned about

ecosystems: It was given many examples of English words being spoken.
Through the audio files and transcriptions of the words being spoken, it
learned how to replicate the audio into realistic-sounding speech. The
transcriptions are usually manually created by hand, so the computer is
very dependent on humans to learn how to speak.
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c. Is it a similar way to how it learned about ecosystems?
i. Yes, it is similar because the system required a lot of data (speech

examples, in this case) to learn how to speak. The system also required a
lot of ecosystem data to learn about Earth.

d. How did Zhorai hear us?
i. Zhorai heard us through a microphone, which converts sound waves to

digital signals and numbers.
e. What does the computer “see” or perceive when it gets information from a

microphone?
i. The computer “sees” an array of numbers. You can imagine this as a

graph with time on the x-axis and pitch (or sound) on the y-axis. The
resulting graph looks like a “wave”. This is what we call a “sound-wave”.

2. Teacher can discuss how Zhorai learns:
a. What else could we teach Zhorai?

i. Zhorai is currently programmed to learn only about ecosystems and
animals, but it could be programmed to learn about anything, like
common conversational agents, such as Siri and Alexa. We could teach
these conversational agents about anything.

b. Can we teach it about different cultures?
i. Sure, why not?

c. How would that be different?
i. We would be talking about people and their cultures as opposed to

animals and their environments. Then, biases would be much more
apparent.

d. Would Zhorai know whether what we teach it is correct?
i. No, Zhorai would not know whether we teach it is correct unless we told it

(or programmed it to know) that it is not correct. For example, we could
teach it that polar bears are tiny animals that like to eat rocks or we could
teach it that Canadians are people who drink maple syrup for breakfast.

e. How would you feel if Zhorai learned something untrue about your culture?
i. For example, how might you feel if Zhorai learned that all Americans are

mean and nasty people?
ii. Some artificial intelligence agents have biases, just like humans do, since

they learned from human-created data. It is important for the developers
of these systems to minimize these biases to ensure all people are
treated equally by the systems.

3. Teacher can discuss implications of Zhorai’s mistakes:
a. Why were there animals whose ecosystem Zhorai could not guess?

i. Maybe some animals weren’t explained thoroughly
ii. Maybe some animals live in more than one ecosystem
iii. Maybe Zhorai does not know enough about a certain ecosystem

b. Is Zhorai’s knowledge of the world biased?
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i. Yes. First of all, Zhorai only knows about the ecosystems that were taught
to it. It cannot classify animals to ecosystems that were not taught to it.

ii. In addition, there is bias between the ecosystems that it knows. It is
possible that Zhorai knows a lot more about one ecosystem than the
other. In that case, if an animal isn’t explained thoroughly, it is more
probable that Zhorai will guess one ecosystem over another. If the
amount of knowledge about each ecosystem isn’t the same, then they
don’t all have a fair shot at being the prediction when the prediction is
unclear.

iii. Lastly, Zhorai’s knowledge of animals is biased to what has been said to
it. For example, if students only talk about the what the animal eats, then
Zhorai will be able to classify better ecosystems with clear vegetation and
animals with a clear diet.

c. How can we improve this?
i. By training Zhorai with much more varied data, we can minimize Zhorai’s

biases.
d. Why is it important?

i. It might not seem so important that Zhorai is biased towards ecosystems
or animals, but if we generalize this to AI used in our day to day life, we
can understand how biased systems can affect society.

e. How can we cause Zhorai to make mistakes?
i. If we teach Zhorai incorrect details about animals, it will classify the

animals incorrectly. For example if we say that fish live in trees, Zhorai
might guess that fish live in rainforests.

4. Teachers discuss with students the ethical implications of what Zhorai knows and how
Zhorai learns.

a. In continuation to the previous questions, explain how biased systems affect
society. Explain why it is important that they are trained with data that represents
all of society and not only parts so that they can work just as well for everyone.

Cool down (5 minutes)
Teacher ends class by assessing students what they have learned in the last hour.

● Use post-learning activity assessment worksheet.
● Other possible discussion questions:

○ How is Alexa different from Zhorai?
■ Alexa was trained and continues to be trained on corpuses of all different

kinds of areas so that Alexa know not only about ecosystems, but about
many concepts that humans discuss.

○ How many hours do you think people needed to talk to Alexa to get as good as it
is now?

■ This is an open ended question, but Alexa has been trained on corpuses
with billions of sentences.
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○ How many people do you think talked to Alexa? Who do you think talked to
Alexa?

■ In 2018, 39 million Americans owned Alexa. Alexa is regularly used by
more than one user in a home. Also, these are only the American users.

■ All sorts of people talk to Alexa about all sorts of things. This is how Alexa
knows so much about so many subjects.

External Resources
Synthesizing speech
Machine learning and how computers learn to understand speech
How does Alexa work?
What is a semantic parser?
What is a word embedding?
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Appendix F

ConvoBlocks Teaching Resources

This appendix contains teaching resources for the ConvoBlocks activity [185, 186, 193,

191], including an example tutorial, agenda for a two-day workshop and teacher guide for

a five-day workshop. The ConvoBlocks repository is stored on GitHub [194].
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Carbon Info: A Simple Alexa Skill
In this tutorial, you will learn how to use the MIT App Inventor’s Conversational AI Interface

to create your own Amazon Alexa skill. You will also learn how to test your new Alexa skill using

Amazon’s Alexa Development Console.

What is this box?

Throughout this tutorial, you might see boxes like this one. These boxes

will give definitions and explanations for keywords that are used when creating

an Alexa Skill.

Create an Amazon Developer Account

If you haven’t already, follow the instructions in the Create an Amazon Developer Account document

to create a free Amazon Developer Account. This will allow you to save any Alexa Skills to your

account and use your skills on any Alexa-enabled devices that you have linked to your Amazon

account.

Create a New Project

Navigate to: https://alexa.appinventor.mit.edu.

The Alexa Editor Website!

Notice that https://alexa.appinventor.mit.edu is not actually the regular App

Inventor website! Make sure you use this link, else you won’t find the option to

add an Alexa Skills.

Carbon Info: A Simple Alexa Skill App - 1
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If you have another project open, go to the Projects menu and choose New Project.

Name the Project

You can give your projects any name you like as long as there are no spaces (underscores are

completely fine though). For this demonstration, let’s name the project “Alexa_Carbon_Info”.

Carbon Info: A Simple Alexa Skill App - 2
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Add a New Skill

In the Designer Toolbar at the top of the screen, you will see a button labeled “Add Skill …”. If you

don’t see this button, you may be on the wrong MIT App Inventor page. Make sure you’re using

alexa.appinventor.mit.edu and not appinventor.mit.edu.

Carbon Info: A Simple Alexa Skill App - 3
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Click on the Add Skill button and enter the name of your skill. For this demonstration, we will name

this skill “HelloCarbon”.

Login to your Amazon Account

You will now be taken to a new Designer Page for the Conversational AI Interface. Under the image

of the Amazon Echo Dot, there should be a button labeled Login to Amazon. Click that button and

enter your Amazon Developer Account information into the external pop-up. If this window does not

appear, check if your browser has blocked a pop up and allow the pop-up.

Carbon Info: A Simple Alexa Skill App - 4
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Open the Blocks Editor

After you’ve successfully signed in, switch to the Blocks Editor by clicking the Blocks button in the

top right.

Carbon Info: A Simple Alexa Skill App - 5
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Notice the New Components

Notice that in the menu on the right, there is a new built-in drawer labeled Voice.

There’s also a component below it with the same name as your skill. This is your Skill Component.

Carbon Info: A Simple Alexa Skill App - 6
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Add the Initialize Block

Click on the Skill Component at the bottom of the menu. This will open a blocks drawer.

Drag the Initialize Block onto the workspace.

Everything inside this block will tell Alexa the structure of your Alexa Skill and all of the phrases it

should be listening for.

Carbon Info: A Simple Alexa Skill App - 7
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Add the Invocation Name

The first thing we want to teach our skill to listen out for is its Invocation Name.

What is an Invocation Name?

Just like how every mobile app needs to have a name, so does our custom

Alexa Skill. An Invocation Name is just the name of the Skill that we are

making, and is used to “invoke” our skill. The structure of any command you will

tell Alexa is:

“Alexa, tell <Invocation Name> to …”

The invocation name is what will help Alexa tell which Skill it needs to

use, so make sure that every skill you make has a unique name.

For example, if we decided to make the Invocation name of a custom skill

“Codi bee” we would say:

“Alexa, tell Codi bee to do something”

Note: The invocation name needs to be at least two (2) words long, but avoid

making it a full sentence, since you will be saying the name a lot.

For this demonstration, let’s name this skill “Hello Carbon”. This means that when we want to call our

skill, we will say:

“Alexa, tell Hello Carbon to do something”

To define this invocation name, open the Voice blocks drawer. The topmost block is the define

invocation name block.

Carbon Info: A Simple Alexa Skill App - 8
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Drag the define invocation name block inside the when initialize block.

Now get a Text block from the Text drawer and add it to the invocation name.

Carbon Info: A Simple Alexa Skill App - 9
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Don’t mind the error for now. It’s just a warning saying that the invocation name should not be empty.

Inside the text block, enter your invocation name. Remember, two or more words, but not a full

sentence! For this tutorial, we will make this invocation name “Hello Carbon.”

Define a Custom Intent

Now we need to add a custom Intent to our app.

What is an Intent?

You can think of an Intent as a “command” that you want to teach Alexa. It

could be a Stop Intent, a SayHelloWorld Intent, or any intent you can really

think of that you will need in any Skill.

Carbon Info: A Simple Alexa Skill App - 10

273



Let’s teach our app to listen for the “TalkAboutCarbonFootprint” intent. To define this intent, open the

Voice drawer again and scroll down to the block that says Define intentName Intent. Drag this

Define Intent block under the invocation name.

Carbon Info: A Simple Alexa Skill App - 11
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For this intent, we’ll rename the intent to be “StartHello”. You can give this intent any name that

makes sense to you, as long as it is a meaningful name.

Add a List of Utterances

As you might have noticed, we need to give the intent block a list of utterances.

What are Utterances?

Let’s say your parent wants you to do the dishes. They might say
“Clean the dishes.” Or, maybe they’ll say “Do the dishes.” Maybe they’ll
just say “Wash the dirty plates.” All these sentences have the same
intent: you need to do the dishes.

Just like this example, when talking to Alexa, there might be a lot of
ways to say something to trigger an intent. Each of these phrases that all
mean the same thing is called an utterance.

In these text blocks, we will write a few sentences which Alexa will understand to mean “StartHello”.

One sentence could just be “Talk about carbon footprint” and another sentence could be “Give me

information on carbon footprint”, or “Say something about carbon emissions”.

Carbon Info: A Simple Alexa Skill App - 12
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(If you are familiar with the List block, you can make this list bigger by clicking the blue icon at the top

left of the block and add as many phrases as you want. The more possible phrases you add, the

more likely it is that Alexa will be able to understand you.)

Remember that the structure of any command you tell Alexa when you want to trigger a skill is:

“Alexa, tell <Invocation Name> to <Utterance>”

We already set the invocation name as Hello Carbon, and now we’ve added the intent phrases, “Talk

about carbon footprint” and “Give me information on carbon footprint.” Here is a full example of what

Alexa might hear when we want to trigger our new Skill:

“Alexa, tell Hello Carbon to give me information on
carbon footprint”

Carbon Info: A Simple Alexa Skill App - 13
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Update the Amazon Code

Now, we have finished telling Alexa the structure of our new Skill, also called the Interaction Model.

This interaction model is made of the Invocation Name (Hello Carbon), the name of all the intents

your skill needs to know, and all the utterances that will trigger each intent. Your blocks so far should

look something like this.

Now, we need to send this Interaction Model to Amazon. Let’s go back to the Designer page in the

top right.

Carbon Info: A Simple Alexa Skill App - 14
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Below the picture of the Amazon Echo Dot, there is a button labeled Send Updates. (If you only see

a button that says Login to Amazon, you need to do that first). Click this button.

After a while, you should get a pop-up at the top of your browser that says “Skill updated successfully

on Amazon”.

After getting this message, you’ll have to wait a bit longer for your skill to build, and then you’ll be able

to type things into the Testing Box and click Send. For example, you can type “Open Hello Carbon”

and it should give you a response about how the skill was developed in App Inventor.

Carbon Info: A Simple Alexa Skill App - 15
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Define the Endpoint Function

Now that we have defined the Interaction Model and updated Alexa, we need to define the “brain” of

our Alexa skill. Right now, our skill can recognize whenever we want it to “StartHello,” but it doesn’t

know what to do or how to handle it. To make the response, we need to define the Endpoint

Function, the “brain” of our Skill. To begin, let’s navigate back to the Blocks view.

Open the Voice drawer and scroll down until you see the when StartHello intent spoken block.

Drag this block below the When Skill Initialize block (not inside).

Carbon Info: A Simple Alexa Skill App - 16
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This block will determine what Alexa will do and say. You can add if statements and a lot of things you

could do in normal App Inventor Procedures. For now, we simply want Alexa to say Hello World. To

do this, we need to find the Say block in the Voice drawer.

Carbon Info: A Simple Alexa Skill App - 17
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Add the Say block to the inside of the when intent spoken block.

Next, attach a text block to the Say block and type inside the text block,“A carbon footprint is the total

amount of greenhouse gases that are generated by our actions.”

Carbon Info: A Simple Alexa Skill App - 18
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And now we’ve finished defining the Endpoint function! If you decide to add more intents, like a

GiveMeFigures intent, you need to add a new when intent spoken block for each intent.

Tip on the Say block

When playing around with your Endpoint function, you may be
tempted to add more Say blocks to an intent. But be careful! Alexa will
only say whatever is in the last Say block of any intent.

Carbon Info: A Simple Alexa Skill App - 19
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Generate the Endpoint Function

Now, go back to the Designer view.

We want to send our new Endpoint Function to Amazon. Click the button labeled Send Updates.

Then wait for the skill to update and finish building.

Carbon Info: A Simple Alexa Skill App - 20
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After a while, you should get a pop-up at the top of your browser that says “Skill updated successfully

on Amazon”.

After getting this message, you’ll have to wait a bit longer for your skill to build, and then you’ll be able

to type things into the Testing Box. For example, you can type “Open Hello Carbon” and it should give

you a response about how the skill was developed in App Inventor.

We have successfully made our first custom Alexa Skill!

If you decide to make any changes to your Alexa Skill after completing this tutorial (e.g.,

updating/adding/deleting blocks), make sure to do this step again to send your new changes to

Amazon.

Test your Skill

Now it’s time to test our Alexa skill! If you have an Alexa-enabled device handy, say “Alexa, tell

Hello Carbon to talk about carbon footprint.” to it and hear the response. You can also do this on your

mobile device by downloading the free Amazon Alexa app, which comes with a built-in Alexa

simulator.

If you don’t have an Alexa-enabled device on hand, the Designer page in App Inventor allows

you to simulate an Alexa using your custom Alexa skill right in your browser! Simply type in the
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textbox at the bottom, “Tell Hello Carbon to talk about carbon footprint.” (You can omit the Alexa at the

beginning of the phrase when using the testing box). The response should be what we plugged into

the say block earlier, “A carbon footprint is the total amount of greenhouse gases that are generated

by our actions.”

Finish!

Congratulations! You’ve made your first custom Alexa Skill! Feel free to extend this app by adding

new intents and new ways for Alexa to respond to each intent.
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ConvoBlocks Day 1 & 2 Agenda

Agenda Day 1
Welcome to the Future Worlds Challenge! Day 1 will include learning 2 or 3 tutorials about how
to program a Carbon Footprint conversational agent that runs on Amazon Alexa. Programs
for Alexa are called “Alexa Skills”.

Agenda
1. Open Zoom Room (4:30 am ET)
2. 👋🏾 Welcome!  (5:00-5:10 am ET)
3. 📝 Pre-questionnaire  (5:10-5:25 am ET)

a. This is to get your initial thoughts on conversational agents like Alexa, so please
don’t look anything up online or talk to anyone about your answers— We want to
hear from you😊

4. 🌏 Tutorial 1: Carbon Info (5:25-6:00 am ET)
a. “Ask Hello Carbon to talk about carbon footprints”

5. ☕️ Quick break (6:00-6:05 am ET)
6. 💭 Idea time! How do you envision the future of conversational agents? (6:40-7:00 am)

a. Miro Board
7. 👣 If time allows:

a. Tutorial 2: Carbon Calculator (6:05-6:40 am ET)
8. ⏰ If time allows:

a. Tutorial 3: Personal Footprint (7:00-7:30 am ET)
b. Tutorial demo

9. 📝 Mid-questionnaire (7:30-7:45 am ET)
10.🙋🏽‍♀️ Team formation (7:45-7:55 am ET):

a. Scribe, Programmer, Presentation Overseer, Vision
b. Parents: Logistics, journaling, and keeping everyone on track

11.👋🏼 Close— See you tomorrow! (7:55-8:00 am ET)
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Agenda Day 2
Day 2 will involve coming up with ideas for the “Future Worlds Challenge”, creating an Alexa
skill and doing a presentation with your team.

Agenda
1. Open Zoom Room (4:30 am ET)
2. 👋🏻 Welcome back! Having Brave Conversations (5:00-5:05 am ET)
3. Session One (5:05-5:30 am ET)

a.

b.
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c.
4. 🌍 Overview and Future Worlds Challenge (5:30-5:55 am ET)
5. ☕️ Quick break (5:55-6:00 am ET)
6. Session Two (6:00-6:55 am ET)

a.
7. ☕️ Quick break (6:55-7:00 am ET)
8. 🎙 Future Worlds Challenge Team Presentations (7:00-7:30 am ET)

a. Presentations: 3-5 mins each
b. Timeframe for your world: 10 years
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c.

d.
9. 📝 Post-questionnaire while Judging and Reporting back (7:30-7:45 am ET)
10.👣 Next Steps (7:45-7:55 am ET)
11.👋🏿 Close— See you next time! (7:55-8:00 am ET)
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This document provides advice and a general guideline for teachers wishing to replicate

the remote Amazon Future Engineer Conversational AI Workshop 2020, where we taught high

school students how to create their own Alexa Skills through the App Inventor Alexa Interface.
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Before Starting The Workshop

What is this box?

Throughout this guide, you’ll see boxes like this one. These boxes will give

definitions and explanations for topics discussed throughout this document.

Assumptions About Students

1. The students are not familiar with the MIT App Inventor interface. If all of the students

are familiar with App Inventor, then Tutorial 1 can be skipped.

2. The students are in high-school / secondary school (or 8th to 12th grade) or can

otherwise practice abstract thinking.

3. The students have completed the technical requirements prior to the workshops. Some

requirements are specific to the nature of remote instruction.

4. The students have a gmail account they are comfortable with using for App Inventor

5. Students do not require an Amazon Alexa-enabled device to complete this workshop,

but it is encouraged to have one. Alternatives include the Amazon Alexa mobile app.

Notes for the Teachers

1. In order to effectively guide students in developing their final projects, teachers need a

broad understanding of the App Inventor programming interface.

2. Each student will need their own Amazon Developer account.

3. The curriculum is designed for five 2.5-hour workshop days. We recommend having a

break sometime halfway through the workshop day
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Day 1 - Introduction to App Inventor

The first day of the workshop has two main goals. First and foremost, we want to build

familiarity with the App Inventor programming interface. Second, we want to plant the seed for

discussions on Artificial Intelligence (AI) on Day 2 by building a very simple conversational

agent (or computer program that can converse with a human).

To build familiarity with App Inventor, we begin with two beginner tutorials, both of which

can be found at the list of App Inventor beginner tutorials webpage:

http://appinventor.mit.edu/explore/beginner-tutorials-short.html

Tutorial 1: Codi Clicker! (~ 45 min)

Goals

1. Learn how to navigate between the Designer and Blocks views in App

Inventor

2. Learn the order of block execution and how blocks interact.

3. Learn how to use global variables.

The accompanying pdf for this tutorial can be found here. This tutorial is a modified

version of the beginner App Inventor tutorial Hello Codi! (available here) where a button with a

picture of Codi the bee makes a buzzing noise when you click on it. Codi Clicker! adds a label

which counts the number of times Codi was clicked, resembling a very simple Clicker game.

This way, we introduce students to variables.

Because of the media files (specifically an image and a sound file), there are two

methods of starting this tutorial. The first and recommended method is importing the project

from a repository. To do so, click on My Projects in the top bar, clicking “Import project (.aia)

from a repository ...”, and selecting the CodiClicker template in the resulting pop-up window.
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Alternatively, students can download a starter file here, and select “Import project (.aia)

from my computer” instead. They would need to be able to find the downloaded .aia file and

upload it in the new pop-up window.

Since this is the first time students are exposed to the App Inventor interface, the first

thing you want to explain is the difference between the Design view and Blocks view. The

Design view is for designing the user interface and importing all the components the student

will want to fuse in their project. The Blocks view is where the block-based programming

screen is.

Then, familiarize the students with the idea of Visible Components and Non-Visible

Components when you drag the Button and Player components respectively for the tutorial.

When you get to the point of the tutorial where you place the “when Button1.Click” event

block, make sure that students have a strong grasp of the concept of “events.”

What are events?

In App Inventor, most yellow blocks which start with “when” (like the “when

Button1.click” block) are considered event blocks. Simply put, these blocks wait

until something happens (the event). When that thing happens (e.g., the

app-user clicks on the button), the blocks inside the yellow event block will run

in order from top to bottom.

Once you get to the point where we are incrementing a global variable, we recommend

you pause to explain how variables work. You can think of a variable as a container
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that holds a value that changes while you’re using the app. You can read more about App

Inventor variables here and here.

Tutorial 2: Talk With Me - Part 1 (~ 25 min)

Goals

1. Learn how to use the TextToSpeech component.

2. Learn how to use the TextBox component.

Similar to the Codi Clicker! Tutorial, the Talk With Me tutorial is a modified version of the

beginner App Inventor tutorial TalkToMe, now introducing if statements, conditionals, and (in

Part 2) -- a simple rule-based conversational agent. The link to the pdf tutorial is here.

To begin this tutorial, students should create a new project by selecting My Projects in

the top toolbar and selecting Start New Project from the dropdown. Although the name of this

new project can be anything the students would like, you can suggest “TalkWithMe.”

The first part of this tutorial is very similar to the original TalkToMe tutorial on the

Beginner App Inventor Tutorials website, with one main difference; we removed the

accelerometer from the tutorial. Although this feature is fun and interactive, the core feature of

the original TalkToMe tutorial we want to highlight is the TextToSpeech component.

By the end of Part 1, (everything up to the section Part 2: Add an If Statement) the

students should have a screen with a textbox and a button. When the button is clicked, the

TextToSpeech component will read the text in the textbox out loud.
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Tutorial 2: Talk With Me - Part 2 (Rule-Based Conversational AI) (~ 20 min)

Goals

1. Learn how to use the if-then-else block.

2. Understand Rule-Based Conversational AI.

Once they have finished Part 1 of the modified tutorial tutorial, we will introduce the idea

of having the app respond to the text you enter in the textbox rather than reading it. By the end

of this tutorial, students will have developed a very simple conversational agent!

The basic plan will be that when the user presses the button, the app will run a series of

if-statement checks. If the text in the textbox reads “Hello there!”, the TextToSpeech

component will respond with “Howdy!” If you type anything else, the TextToSpeech component

will respond with “Sorry, I don’t understand.” Below is an example implementation.
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This logic actually outlines a very simple “chatbot” known as a Rule-Based

Conversational Agent, where the response or action of the “agent” (aka code or robot) is

determined strictly by rules defined by the programmer.

Rule-Based Conversational Agent

To begin with, conversational AI is any artificial intelligence which is

capable of interpreting and responding to human language. Rule-based

conversational AI is artificial intelligence which follows strict rules along the

lines of “If the user says X, then the AI says Y”, to mimic human intelligence.

Once this simple if-else statement concept has been introduced and implemented, let

the students play around with the app. Inevitably, some students will have trouble getting their

conversational agent to “understand,” likely because of a typo, case-sensitivity, or a missing

punctuation mark.

After giving them time to experiment, show the students how to append more

conditionals to the if statement by using the gear box and dragging an else if and add a check

for the phrase “How are you?” Below is an illustration of adding a new conditional:

Now, the students should get some more time to experiment and add new conditionals,

gradually making their conversational agent more sophisticated. For some students,

introducing them to the “or” block in the logic drawer would be helpful and relevant.
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Some students may also find the block that converts text blocks to upper case / lower

case helpful for addressing case-sensitivity. For example, we might use this in the conditional

for the “Hello there!” check to remove the case sensitivity like so:

Now that the tutorial is complete and students had ample time to develop their custom

“chat bot”, start a discussion about the shortcomings of conversational agents designed in this

way. The most prominent issue is that if the user mistypes or says something similar in

meaning to “Hello there!” that the developer had not prepared for, the device will always

respond with “Sorry, I don’t understand.” One potential, though tedious, solution would be to

use many nested OR statements. Plant the seed for the next day’s introduction to artificial

intelligence by mentioning: “If only there was a way that the computer could generalize that all

greetings (‘Hello’, ‘Hi’, ‘Hey’, etc.) mean the same thing.”
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Introduce Alexa-Enabled Devices (~20 min)

The final task of the first day is to distribute Alexa-enabled devices to the students and

give them time to interact with them using Alexa’s default programming. If your organization

does not have physical devices to hand out, students can download the free Amazon Alexa

mobile app, which comes with an Alexa simulator that students can use as well.

For families that are reluctant to bring an Alexa-enabled device into their home or

otherwise cannot get access to a physical Alexa-enabled device, direct them to Echosim.io, an

online Alexa simulator.
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Day 2 - Introduction to Alexa Skills

The second day of the workshop introduces students to Artificial Intelligence, AI Ethics,

and finally the basics of creating their first Alexa skill using the Alexa Interface, an instance of

MIT App Inventor designed for making Alexa Skills. This builds on the students’ experience in

Day 1 now that they are comfortable with the App Inventor programming interface and have

gotten familiar with rule-based conversational agents.

Discuss: What is Artificial Intelligence? (~30 min)

We begin the day with an interactive activity. In this portion of the workshop, you will be

guiding students to come up with a method of classifying what is or is not a device that uses

Artificial Intelligence (AI). The slides used during the workshop can be found here.

Artificial Intelligence

One definition for artificial intelligence is the development of computer

systems which can perform tasks that ordinarily require human intelligence.

Examples of such tasks include image classification (e.g., classifying a picture

as a cat or a dog image), decision-making (e.g., deciding which move will lead

to winning the game), and speech recognition.

The first part of this activity involves describing the Big 5 AI Ideas listed in this study.

The 5 AI ideas are qualities that many people believe devices that employ AI share:

Perception, Representation and Reasoning, Learning, Natural Interaction, and Societal Impact.

This poster provides a neat summary of the ideas presented in the study.

The second part of this activity will show the students several examples of devices that

may or may not be considered “AI”, such as a toaster, a thermostat or a social media feed,
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asking students whether students believe these items involve AI and why, and then

encouraging students to create their own definition of AI.

Discuss: AI Ethics (~30 min)

The slides used in the workshop for this discussion can be found here. This discussion

can vary from teacher to teacher. For this workshop, the plan is to begin with a clip of Google

Duplex, an advanced AI capable of making a call to local businesses and scheduling

appointments (https://youtu.be/D5VN56jQMWM?t=45). Ask questions on whether or not it is

okay to use AI without telling the other person that they are not actually talking to a human.

Another point of discussion could be bias in training data and thus in the AI. For

example, immigrants or people with speech impediments have difficulty using Conversational

Agents. These agents were trained to convert clearly spoken English (or other supported

language) into intents, and so the AI is biased to understand only clear English. To be a little

more sensitive, the presentation illustrates training bias through a captioning system trained on

male speakers which would not perform very well when it encounters a female speaker for the

first time.

Additionally, the topic of deep fakes is becoming increasingly relevant with the recent

advancements of AI. Here is a cool video demonstrating the creation of deep fake video in real

time, all based on a single image of the person you want to fake:

(https://youtu.be/mUfJOQKdtAk?t=6)

The direction and details of this discussion can vary from student group to student

group, so scaffold this conversation. Ask open ended questions and promote student

interaction! Some questions are provided in the presentation, but some example questions are

also provided in this document as well.
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Example Questions

Here are a couple of questions taken from the slides linked above that

could spark some discussion with the students. Depending on how engaged the

students might get with a particular question, you don’t need to use them all.

1. What jobs do you think that AI cannot do better than people?

2. What jobs do you think that AI can do better than people?

3. What do you think might happen to people with these jobs?

4. If you had a really good AI that can write about anything, what would

you have it write about to make someone feel better?

5. What would you have it write about to make someone feel sadder?

Tutorial 3: Hello World Tutorial (~60 min)

Goals

1. Create your first Alexa Skill.

2. Understand what an Invocation Name is.

3. Understand what an Intent is.

4. Understand what an Utterance is.

The pdf for this tutorial can be found here. Now that students understand broadly what

AI is, the students will finally develop their first Alexa Skill through this tutorial.

This tutorial will acquaint the students with the steps and vocabulary involved with

creating an Alexa skill by making a simple skill that says hello or good-bye when the user says

a greeting or farewell respectively.

The first concept that the student should understand is that every custom Alexa skill

they create must have an Invocation Name. In short, an invocation name for your Alexa skill
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is analogous to an app name for a smartphone. Below is a description of the role that an

invocation plays in an Alexa Skill.

What is an Invocation Name?

Just like how every mobile app needs to have a name, so does our custom

Alexa Skill. An Invocation Name is just the name of the Skill that we are

making, and is used to “invoke” our skill. The structure of any command you will

tell Alexa is:

“Alexa, tell <Invocation Name> to …”

The invocation name is what will help Alexa tell which Skill it needs to

use, so make sure that every skill you make has a unique name.

For example, if we decided to make the Invocation name of a custom skill

“Codi bee” we would say:

“Alexa, tell Codi bee to do something”

Note: The invocation name needs to be at least two (2) words long, but avoid

making it a full sentence, since you will be saying the name a lot.

The next concepts that students should familiarize themselves with are intents and

intent phrases. An intent can be thought of as a command that your skill should be prepared

to respond to. Intent phrases are different sentences or phrases which all share the same

intent. For example, when you say “Hello”, “Howdy”, or “Hi”, they are all greetings. These three

sentences are the intent phrases, and the intent behind all these phrases is the same:

greetings! The AI will then learn the pattern from your provided intent phrases and be able to

guess what other phrases might also have the same intent.
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Finally, an utterance is the specific sentence that the user says to trigger a particular

intent. For example, if the user says “Alexa, tell Codi Bee to say hello”, “Codi Bee” is the

invocation name and “say hello” is the utterance which falls under our greetings intent from

earlier. The general format of any command you tell Alexa will fall under this pattern:

“Alexa, tell <Invocation Name> to <Utterance>”

Be sure to explain these concepts as you walk the students through the tutorial. In the

next day, we will begin to explain some of the AI that Alexa employs in order to understand that

“Say hello” has the same intention as “Howdy” or “Hi.”
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Day 3 - Machine Learning and Slots

The third day will begin a dive into the role that Machine Learning plays in an Alexa skill.

Additionally, we will show students how to extract additional information from a user’s

utterance by using slots.

Discuss: Machine Learning and Transfer Learning Slides (~30 min)

Goals

1. Understand Machine Learning

2. Understand Natural Language Processing.

3. Understand Transfer Learning

The first activity of the third day is a presentation on the role of machine learning in our

conversational agent. The presentation can be found here. First, review with the students the

basic components of an Alexa Skill they’ve learned from the previous tutorial: invocation

names, intents, and utterances. Then, ask students to compare and contrast this simple Alexa

Skill with their rule-based conversational agent. Ideally, a student will eventually say that Alexa

was able to recognize words and phrases that they hadn’t specifically listed as an intent and

respond how you might expect. If they don’t get to this point on their own, attempt to guide

their attention to this key contrast.

The reason for this ability to generalize lots of phrases as an intent when you only give it

a few examples is a direct result of Machine Learning. We’ve created a slideshow for a

discussion on Machine Learning, Natural Language Processing (NLP) and Transfer

Learning.

First and foremost is a very high level definition of Machine Learning. In the slides, we

provide an example of image classification, since images are more intuitive for students. The
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robot must classify a given image as an Apple or an Orange. This robot has a couple of rounds

of training known as epochs to demonstrate that this machine is learning and getting better at

telling apart apples from oranges. This task of classifying pictures as an apple or orange is

analogous to classifying an utterance as a “greeting” or “farewell” intent for our Alexa Skill.

Machine Learning (ML)

Machine Learning is a subset of Artificial Intelligence. Machine learning

models refers to instances of the machine learning algorithm. You can think of

the model as a “robot brain” for the sake of high level explanation. In order to

improve the ML model and make it smarter, you “train” the model by showing it

a lot of data and examples of the answer. Later in this workshop, we will go

much more in depth into some of the math behind the learning.

At a high level, Alexa uses NLP to be able to generalize the sample phrases you

provide for flexibility, but only if you can provide multiple phrases for the same intent. You can

relate this to the image classification example. Instead of apples, it’s different sentences that

mean Hello, and instead of oranges, it’s different sentences that mean good-bye. The model

will learn which one means HelloIntent, and the other is the GoodByeIntent.
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Natural Language Processing (NLP)

Natural Language Processing (NLP) is broadly defined as a subfield of

artificial intelligence which focuses on computers’ abilities to understand and

interact with human (natural) languages. Tasks that require NLP include

translating phrases between different languages, understanding that different

phrases carry the same intention (e.g., “hello” is similar in meaning to “hi”), and

categorizing words as specific parts of speech (e.g., “dog” is a noun). As you

can guess, conversational agents like Amazon Alexa and Google Home employ

NLP.

Once you explain that Amazon is using AI to generalize the meaning of the phrases for

your intent, you may choose to mention that this process of training AI is normally very slow

and time is money. Amazon wants to train your model to be accurate as quickly as possible.

Thus, programmers typically use Transfer Learning, where they don’t actually start learning

with an “empty brain.” Rather, they start with a “brain” that already knows English very well,

and then fine tune this head-start. Thanks to this strategy, the end result is both smarter than if

we started with an “empty brain” and it learned much faster!

Think of it like teaching a newborn baby to analyze Shakespeare vs teaching a college

student to analyze Shakespeare. It would take much longer to teach the newborn baby English

first and then have it analyze Shakespeare. You can completely skip the “learn English” step
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for the college student, who can transfer their understanding of English to the new specialized

task of analyzing Shakespeare. We’ve created a slideshow to help teach the broader concepts

of machine learning and transfer learning, which you can find here.

Transfer Learning

Early researchers in the field of Machine Learning would start to train the

model from a blank slate.

A more recent practice that developers are doing is to use transfer

learning. Transfer learning allows you to use an existing model trained for some

task, and “transfer” that knowledge to a new task. This can save time and

resources especially for smaller businesses or research groups.

Tutorial 4: My Calculator Tutorial (~60 min)

Goals

1. Learn how to use Slots to get information for the Alexa Skill.

2. Learn about blocks in the math drawer.

The pdf for the My Calculator tutorial can be found here. This tutorial will be the

students’ introduction to what Amazon Alexa Skills refer to as Slots. Slots are basically blanks,

and the Alexa skill will figure out what words the user said belong in the blanks you’ve set.

They are very similar to variables. It may be worth taking the time to walk the students through

a very simple example, like telling students to parrot back a response like:

Amazon Future Engineer Workshop: Teacher’s Guide - 19

308



Slots Activity Example

When I say “My name is ___,” you should say “Hello ___.”

Teacher: My name is <Your Name>.
Students: “Hello <Your Name>.

Teacher: “My name is Luke Skywalker.
Students: “Hello Luke Skywalker.

Teacher: “My name is not my name.”
Students: “Hello not my name.

The underlined words would be considered “name slots”.

After this activity, you can explain that slots are the blanks and you can actually use this

to do math. For example, if you have two “number slots” in the same sentence, like “What is __

plus __”, then we can program Alexa to add the numbers in the slots and respond with the

answer (e.g., User: “What’s two plus seven?”, Alexa: “Two plus seven is nine”). After this, you

can begin the My Calculator tutorial.

Discuss: ML Behind the Scenes and LSTM Slides (~30 min)

After the My Calculator tutorial, we return to the topic of Machine Learning. The slides

for this discussion can be found here. This time, we will be taking a more detailed look into the

learning process. The goal here is to demystify the “learning” of AI. If nothing else, students

should at least take away that AI is a very complex function that converts number inputs into

number outputs.

Part 1 - What is Machine Learning?

Officially, there is a difference between AI and Machine Learning. AI is a term for any

algorithm that displays human-like decision making abilities. Machine learning algorithms are a
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form of AI which makes decisions after having trained or “learned” from a large amount of

training data. Below is a more detailed description of the difference, but to the layman, AI and

Machine Learning are interchangeable and for the sake of teaching students, they are treated

as such in the presentations.

AI vs Machine Learning?

Any computer algorithm which can make decisions intelligently can be

described as AI. By this definition, Machine Learning is a specific kind of AI.

Machine learning refers only to algorithms which can make decisions

intelligently by learning rules or patterns through a process called training.

For example, our original rule-based conversational agent can be

described as artificial intelligence, but not as machine learning. On the other

hand, the neural network that is shown in the slideshow is a form of artificial

intelligence and machine learning, because it changes its weights over time

and thus “learns”

In the slides, we list three phases and challenges of training and developing an AI:

encoding data, processing data, and improving the algorithm.

The first challenge is to encode your inputs, listed in the slides as “How to Make Things

Numbers?” Since computers like working with numerical inputs, we need to convert real life

data like pictures and words into numbers somehow. For example, images can be treated as a

list of numerical pixel data. Text can be converted into a list of numbers through one-hot

encoding, or more simply by assigning a unique  number to each letter of the alphabet.

The second challenge is to process the data, listed in the slides as “How to Get

Numbers Out?” To illustrate this as simply as possible, we decided to describe a single neuron

in a neural network as the method of getting numbers out (ignoring activation functions, which

is beyond the scope of this high level discussion). The idea here is you get students to

understand that each neuron connection has a weight associated with it, which you multiply

Amazon Future Engineer Workshop: Teacher’s Guide - 21

310



the inputs by and add to the output neuron. The number of neurons in each layer can be

changed as well to allow for lists of data (like the list of pixel data or list of text values).

The third and final challenge is to improve the algorithm, listed as “How to Learn?” To

illustrate this process, we describe “nudging” the weight in the direction of the correct answer.

The reason for nudging instead of assigning the weight to the known correct answer is

because (1) more complicated brains will be difficult to find the “correct answer” to assign, and

(2) when learning over many data examples, the “correct” answer for one data sample might

not be the “best” answer overall.

Finally, we bring up the important point that data gathered in real life is often too

complex for a single neuron. As such, we layer these neurons into a large web of neurons

called a neural network, inspired in part by brains. The more complicated the problem, the

more complicated the neural network will be. This then transitions us to the second part of the

presentation.

Part 2 - LSTM Models

In the above presentation, we describe two kinds of “robot brains.” The first is a Neural

Network, which consists of layers of nodes and weights. Neural networks can do pretty well at

a wide range of tasks, like deciding if a picture is of an apple or orange. However, there are

other kinds of “robot brains” which are better at certain tasks.
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One of these alternate “robot brains” is an LSTM model. This robot brain was wired in a

way that it can “remember” old inputs, which makes it really good at tasks which have a

time-dependent component like grammar. For example, if you didn’t remember that the subject

of the sentence is “The dog,” you might think the verb could be “meows.” If you did remember,

then you might instead suggest the verb be “barks.” The very basic LSTM models built-in to

the Alexa Interface will take seed text and predict what the next letter.

LSTM Models

Long Short Term Memory (LSTM) models are a type of robot brain that

has been wired to be able to remember old inputs and make smarter decisions

based on its memory. Unlike the jack-of-all-trades that Neural Networks are,

these LSTM models are especially good at time-dependent tasks, like

predicting stock prices, reading music, or generating text! Each of these tasks

benefit from being able to remember old data. Maybe yesterday’s stock prices

can help me predict todays? The previous music notes can tell me what key the

song is in. If you remember that the subject is plural, you can choose a verb

that agrees.

Despite the depth provided in the presentation here, it is up to you as the teacher to

adjust the depth of this discussion to be appropriate to your students.
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Discuss: Meet AI Dungeon (~20 min)

After discussing the Machine Learning and LSTM Models, if time permits, we highly

recommend leading an activity with AI Dungeon, a free online demo of the GPT-2 language

model. AI Dungeon is an online text-based roleplaying game that uses a language model

trained on various genres, most notably fantasy genre.

The demo gives you a description of your goal and the setting, and prompts the user to

enter an action they wish their character to perform. The language model then generates a

handful of sentences describing the outcome of your actions, and prompts you for the next

action. If you are familiar with the popular tabletop role-playing game Dungeons & Dragons,

the language model takes the place of the Dungeon Master, hence the namesake of AI

Dungeon.

To make this interactive, take suggestions from the students as to what the background

of their character would be, the name of the character, and a handful of actions. During the

activity, highlight points where the text-generation AI is able to remember key details from very

early on in the story, such as the character’s name, which was mentioned at the very

beginning. This should highlight the role that memory plays in generating a realistic story.

An example of the starting text for AI Dungeon
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Day 4 - CloudDB and Communicating with an App

The goal of this day is to teach students how to create an Alexa Skill that can

communicate with an app made using App Inventor by using the CloudDB component.

Although we won’t be going through this CloudDB Chat App Tutorial during the

workshops, it is a great resource for some additional practice using the CloudDB component

as a precursor to this tutorial if time allows.

In short, the CloudDB component is a component of App Inventor which allows devices

to connect to an MIT-owned database. Using the CloudDB component, devices can change

values on CloudDB, read values from CloudDB with a given tag, and even detect when

another device changes a value on the CloudDB.

Tutorial 5: Read My Text Tutorial (~90 min)

Goals

1. Learn how to use CloudDB to communicate between skills and apps.

The link to this Read My Text tutorial can be found here. Before we begin the tutorial, it

is important that you explain to your students (1) what CloudDB is and (2) the role that

CloudDB will play in creating an interactive Alexa Skills. To help with visualizations, we

prepared a presentation found here. In order for the Alexa skill to interact with apps on a tablet

or phone, we will be using CloudDB as a middle-man. Alexa-enabled devices cannot

communicate directly with the app itself, so we will have it communicate with the CloudDB

server instead.

Unlike the normal interface with App Inventor where you would need to drag the

CloudDB component onto the phone in order to use CloudDB, the Alexa Interface has two

Amazon Future Engineer Workshop: Teacher’s Guide - 25

314



built-in CloudDB blocks for sending and receiving data from the CloudDB Server. Specifically,

the blocks in the Voice Drawer look like:

These are the only blocks that Alexa can use to work with data on CloudDB. Whenever

the Alexa Skill uses the send value __ with tag __ block, this counts as changing data on the

CloudDB. This allows for the developer to take advantage of the App Inventor’s CloudDB event

block which detects whenever data changes on the server. This block looks like this:

This is how we can use CloudDB to allow the Alexa Skill to talk to App Inventor

Apps. Next, we want to allow the app to talk to the Alexa Skill. Unfortunately, we can’t have

Alexa talk based on DataChanged like we do with the App. This is due to privacy concerns on

Amazon’s end. (Imagine how freaked out you would be if a start-up could use their app to talk

to you through your Alexa.) Thus, our work around is to use the get value with tag __ block to

read information that the app might have left for App Inventor. This means that in order for

Alexa to read something that the app told it to, the user must start a conversation with Alexa

first.
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Once you have explained the role which CloudDB is going to play in creating our

interactive Alexa Skills, you can begin the tutorial.

Discuss: Brainstorm Ideas for Individual Projects (~40 min)

The presentation used during the brainstorming activity can be found here. During this

period, help students come up with their own ideas for conversational agents and apps using

Amazon Alexa and App Inventor. We recommend providing a theme to inspire students, and

provide some example projects.

Some Example Themes

● Memory loss

● Blindness

● Movement difficulty

● Mental health

● Muteness

● Disability awareness

● Recycling

● Composting

● Climate change

● Environmental

awareness

● Energy management

● Pollution

● Learning impairment
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Discuss: Begin Project Outline (~20 min)

Due to the nature of remote learning, the students worked independently for their final

projects. We also made it clear that we did not expect a finished project at the end of Day 5,

since we understand that there is not a lot of time or man-power to expect that.

Once students have chosen the project that they would like, we divided the class into

Zoom breakout rooms with a handful of students to 2 teaching assistants (TAs). The TAs would

then ask each student to provide an example conversation with the skill they wish to develop.

We found that asking for different conversations with their skill is better than simply asking

students “what their skill will do” because it helps the students decide what intents and

utterances they need for their Skill. Additionally, it is up to you and your TAs to provide

discretion as to what is or is not a reasonable project and push them to avoid overly ambitious

projects.
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Day 5 - Individual Projects

Independent Work (~90 min)

Since this workshop is currently designed for remote learning, we plan on making sure

everyone remains on the call, working individually, and if students have any questions, we

would enter breakout rooms. Of course, if this workshop were conducted in person, this would

be much simpler and they could be working in groups.

We advise that you create a Google Slides document (example slides), assign a

number of slides on the slideshow to each student/group, and have them edit their respective

slides. The slides assigned to each team should explicitly list or bullet point information which

you would like the students to add to their presentation, such as the purpose or an example

conversation a user may have with the skill.

Additionally, we highly encourage developing projects with a mobile component in

addition to the Alexa Skill. Multimodal interaction (that is, having communication between an

app on your phone and your Alexa Skill) can inspire many interesting projects!

An important limitation in programming Alexa Skills is that you cannot press a button

on a phone or other external device and have an Alexa-enabled device to talk without having

spoken the “Alexa” key word. For example, you cannot make a TalkToMe app where Alexa

would read the text immediately when you press the button. In order for Alexa to speak, you

must speak to Alexa first. According to Amazon, this is due to privacy concerns. This kind of

feature could allow for a developer to have Alexa “ask a question” without you having spoken

to it and listen to your surroundings. In short, the app cannot talk to the Alexa Skill directly. It

can only talk to CloudDB and have the Alexa Skill read the information from CloudDB after

you say an intent.
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Tips for Leading the Independent Work Time

As mentioned before, the original workshops were delivered through remote instruction

through Zoom. These tips will be mainly for further remote instruction, but many of the tips can

generalize to different methods of instruction.

In short, divide students into groups of individual projects. The instructors should

remain in a group, going around and speaking with each student in the group at least twice. On

the first pass, you might ask students what they want to work on and what an example

conversation with the skill would be. Suggest a couple intents they might want to create before

moving on to the next student. On the second pass, provide students with information about

some blocks and some logic that the students would find relevant. Finally, on subsequent

passes, ask students what they are working on and if they have any questions or need any

help. Repeat this final step until the time is up for final projects.

Tip 1 - Divide Students into Groups Based on Project Themes.

In the original workshop, we divided into breakout rooms with roughly two instructors to

five or six students. This allows for more open communication with the students.

Tip 2 - Give Each Student 1-on-1 Time to Describe their Project

The second tip is to go around to each of the students and ask them one-by-one what

they want their final project to be about, what problems they want to solve or what mechanics

would be a part of their game. Continue to ask for details and do your best to avoid providing

your own ideas for features of their skill. Your role should be to provide them the support to

bring their idea to light. Once they begin implementing the Alexa Skill, you can start to suggest

simplifications, but for now let them brainstorm features.

Tip 3 - Ask Each Student for an Example Conversation With their Skill
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How do the students expect a human to interact with their skill and how do they expect

the skill to respond? This question grounds students and clarifies the direction of their app. At

this point, you should suggest one or more intents for the student to begin defining phrases for.

Tip 4 - On the Second Pass, Suggest to Each Student a Handful of Relevant Blocks

The fourth tip is, after you make the first round and get each student started creating

their intents, suggest students some blocks that would be relevant to their intent. If the number

of students in your group is large, you may want to suggest this on the first pass so that

students are not idling for too long.

Tip 5 - Subsequent Passes, Ask for Progress, Not If They Need Help

Finally, subsequent passes should be about pushing students in the right direction as

they work independently. Often, students are too embarrassed to answer when an instructor

asks if “anyone needs any help,” so some advice would be to instead ask students how they

are progressing and what they are currently working on. Once students begin describing what

they are working on, they will naturally point out parts of their app/skill which are causing them

trouble. This discussion might also point out some flawed implementation, in which case you

may choose to explain a different implementation of different features to accommodate the

limited development time.

Share Your Skills (~20 min)

At the end of the day, each student/group should talk about what they were working on

with a slide or two. Depending on the number of students, you may choose to either allot more

time for the presentations, skip some groups, or only have volunteers present.
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Appendix G

Convo Teaching Resources

This appendix contains teaching resources for the Convo activity [190, 215], including

an example presentation from the workshops and two example tutorials. The Convo

repository is stored on GitHub [204].
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1

Create your own 
Conversational AI 

Agent
By: Jessica Zhu & Jessica Van Brummelen

Slides adapted from: Jessica Van Brummelen, Tommy Heng, 
Viktoriya Tabunshchyk

What is AI?
Upcoming: The Big Five AI Ideas

Natural 
Interaction

Perception

Learning

Societal 
Impact

Representation & 
Reasoning

Perception
AI perceives the world using sensors.
Representation & Reasoning
AI agents represent the world through data structures and 
use them for reasoning.
Learning
AI learns from human-given data.
Natural Interaction
AI requires many kinds of knowledge to interact naturally 
with humans.
Societal Impact
AI can impact society in both positive and negative ways.

Is it AI?
1. Does the example perceive/understand its 

environment?
2. Does the example reason on its own?
3. Does the example continue to learn?
4. Does the example interact with its environment?
5. Who is doing the thinking - “where is the 

intelligence” - with the humans who programmed it 
or with the device/program?

Ok..so what is 
Conversational AI?

What’s the difference?
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Natural 
Interaction

Perception

Learning

Societal 
Impact

Representation & 
Reasoning

#1: Perception
Conversational AI 
agents perceive the 
world through user-
given speech and 
text.

#2: 
Representation 
& Reasoning

Conversational AI 
agents represent the 
world through 
intents and entities.

They reason by 
trying to match what 
a user says to known 
commands.

#3: Learning

Conversational AI 
agents mainly learn 
from training data, 
but advanced 
versions can learn 
from conversations 
with users.

#4: Natural 
Interaction

Conversational AI 
agents must be able 
to understand what 
humans say and 
respond accordingly.

#5: Societal 
Impact

Conversational AI 
agents can help 
humans do simple 
tasks, answer 
questions, and much 
more!
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Perception
Conversational AI perceives the world through text and speech.
Representation & Reasoning
Conversational AI represents the world through intents and entities 
and use them to interpret what a human means.
Learning
Conversational AI learns from human-given training data and 
conversations.
Natural Interaction
Conversational AI understands and can respond to human language.
Societal Impact
Conversational AI can help humans answer questions, perform tasks, 
and more!

Convo is a conversational 
programming agent.

Convo is a conversational
programming agent.

Conversational: Natural Language Models

Constrained Unconstrained

Human learns how AI communicates AI learns how humans communicate

Has instruction manual No instruction manual

Harder to learn Easier to learn

Easier to create Harder to create

Conversational: Natural Language Models

Constrained Unconstrained

Recognizing 
intents

Matching a 
storyline

Learning from 
conversation

Following an 
exact pattern

Complete 
understanding and 

learning
Siri, Alexa, 

Google Home

Tony Stark’s 
Jarvis

Instruction Manual

Greet
[Hello/Hi] my name is 
[Jessica].

Goodbye
[Goodbye/Bye/Farewell].

Hey!!
Hello my name is Jess.

Hi my name is Greg.
How are you doing?

Bye
Until next time!
See you later

Goodbye
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Convo is a conversational 
programming agent.

Programming Agent

✗ Can create programs

✗ Can execute programs

✗ Responds when you communicate to it

You can think of Convo as a chatbot that can help 
you program and can learn to recognize certain 
intents that you teach it.

21

How to Use Convo
Convo is a web app, so 
you can access it by 
going to a specific URL.

Next Week:
✗ Convo Starter Task

✗ Project Ideation

✗ Create with Convo!
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