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Figure 1: A portion of child participant responses during an ideation design session about their ideal conversational agents.

ABSTRACT

Historically, researchers have focused on analyzing Western, Ed-
ucated, Industrialized Rich and Democratic (WEIRD), adult per-
spectives on technology. This means we may not have technology
developed appropriately for children and those from non-WEIRD
countries. In this paper, we analyze children and parents from
various countries’ perspectives on an emerging technology: conver-
sational agents. We aim to better understand participants’ trust of
agents, partner models, and their ideas of “ideal future agents” such
that researchers can better design for these users—for instance, by
ensuring children do not overtrust agents. Additionally, we em-
power children and parents to program their own agents through
educational workshops, and present changes in perceptions as par-
ticipants create and learn about agents. Results from the study
(n=49) included how children felt agents were significantly more
human-like, warm, and dependable than parents did, how overall
participants trusted agents more than parents or friends for correct
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information, how children described their ideal agents as being
more artificial than human-like than parents did, and how children
tended to focus more on fun features, approachable/friendly fea-
tures and addressing concerns through agent design than parents
did, among other results. We also discuss potential agent design
implications of the results, including how designers may be able to
best foster appropriate levels of trust towards agents by focusing
on designing agents’ competence and predictability indicators, as
well as increasing transparency in terms of agents’ information
sources.
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1 INTRODUCTION

Conversational artificial intelligence (Al)—or the ability of a
computer program to understand human language and respond
accordingly—is ripe with potential. Imagine a conversational agent
engaging children in learning history with a virtual Rosa Parks, or
an agent providing constant, accurate healthcare answers to those
in need. With recent major advances in natural language processing
and automatic speech recognition these ideas are not far-fetched
[8, 10, 15, 21, 24, 29, 58].

Nonetheless, current agents, like Google Home, Apple’s Siri
and Amazon Alexa, still misrecognize speech and misunderstand
intent [5, 5, 49]. For instance, researchers found speech recognition
systems by Amazon, Google, IBM and Microsoft did substantially
worse when recognizing black speakers versus white [27]. Others
have found significant gender biases in embeddings [7, 63]. Biases
in Al systems are widespread, and if users are not aware of such
flaws, there could be serious implications, including misinformation
being spread, human bias being compounded, and users unwittingly
acting on incorrect advice [45].

Ideally, agents would be developed to portray the reality of their
abilities and limitations to their users through effective design. In
a study with Al decision-aids, researchers describe how if users
are too averse to technology’s advice and information, they cannot
truly benefit from using the technology. However, if they are too ap-
preciative, users may make ill-informed decisions when technology
presents incorrect information [20]. By portraying conversational
agents in an honest way through design, discrepancies between
users’ expectations of agents—or their agent “partner models”—and
the reality of agents can be reduced, which can also reduce user
frustration [17].

In our study, we investigate users’ perceptions of agents, includ-
ing their partner models (defined in this context as dialogue systems’
perceived competence and communicative ability [17]) and trust.
The results revealed how for certain aspects of agents—including
warmth, human-likeness and dependability—children perceived
agents differently than parents. Participants’ general trust of agents’
correctness (compared to other people’s and systems’ correctness),
however, was similar for both children and parents. In general, peo-
ple trusted agents more than their friends and parents. Based on
these results and others, we discuss agent design recommendations
to foster appropriate levels of trust of agents.

Historically, human-computer interaction research has largely
recruited participants from Western, Educated, Industrialized, Rich
and Democratic (WEIRD) countries, who comprise less than 12%
of the world’s population [22, 30]. This means many of the design
recommendations developers use are likely biased towards this
population. Furthermore, a large portion of software developers
reside in WEIRD countries [18, 26, 59], meaning technology de-
velopment is likely further biased towards the WEIRD population.
In order to address this, and develop technology meaningful and
relevant to more of the world, researchers have developed different
strategies. One strategy involves including more participants from
non-WEIRD countries and developing recommendations based on
wider demographics [48]. We utilize this strategy through involving
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participants from non-WEIRD and WEIRD countries, investigating
their perceptions of agents, and asking them how they envision
their “ideal conversational agents”. The results and recommenda-
tions aim to provide agent designers with perspectives from those
from different countries and generations.

Another strategy to reduce the gap between non-WEIRD- and
WEIRD-centric technology is to empower those from non-WEIRD
countries to develop their own technology. There are a number of
tools that help enable nearly anyone to develop technology, many
of which utilize visual or block-based coding [23]. These tools have
largely been born out of the constructionist movement in education,
which encourages the use of low-floor, high-ceiling programming
tools to empower a wide variety of people to learn to program,
including other underrepresented groups in the technology sector,
like children [43]. Scratch, for instance, allows children to program
their own web-based animations using block-based coding [44].
Other low-floor platforms enable users to develop conversational
agents, including the Flow Editor and Alexa Blueprints [2, 25]. The
MIT App Inventor platform allows users to develop fully-fledged
apps, which can be deployed to mobile devices’ app stores [60], as
well as conversational agents, which can be deployed to Amazon
Alexa devices, through “ConvoBlocks” [35, 51, 52, 57].

In this paper, we aim to democratize conversational agent tech-
nology to young learners from various countries and their parents
through an educational intervention with the ConvoBlocks plat-
form. This intervention empowers students to develop their own
agents. We adopt ConvoBlocks in our study, as it is open-source and
has a low barrier to creating deployable agents [51, 52]. Through
constructionist workshops with this tool, we inform participants
about how agents work and technology’s societal impact. Our con-
tributions include a novel study of partner models and trust of
agents as children and parents learn about agents; a study of how
children and parents envision the future of agents; and a discus-
sion of the potential implications of the results on how developers
design conversational agents.

1.1 Research Questions

Through engaging children and parents from various countries
in conversational agent and societal impact curriculum, including
agent-development, learning, and design sessions, we aimed to
answer the following research questions:

RQ1: How do children and parents perceive Alexa with respect
to partner models [17] and trust before, during and after conversa-
tional agent development and societal impact activities?

RQ2: How do children and parents envision the future of con-
versational agents?

We discuss the results of these research questions with respect
to conversational agent design. (Note that due to space constraints,
we address additional research questions related to pedagogy from
this study in another paper [57].)

2 BACKGROUND AND RELATED WORK
2.1 Trust and Relationships with Agents

Because conversation is one of the most intuitive, primary meth-
ods humans use to communicate with each other, conversational
interfaces are uniquely positioned to inspire relational interactions
with technology [40, 47]. For instance, an agent recently won a
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Peabody Award for engaging in “emotional interactions, empa-
thy, and connection” [13]. Furthermore, researchers have found
correlations between human-agent relationship development and
increased trust of agents [47]. Considering how trust is a key fac-
tor in misinformation spread [46, 61], we decided to specifically
investigate people’s trust of agents’ correctness in this study. We
also chose to emphasize children’s trust in this study, as the risks
associated with misinformation spread could be particularly acute
with children, especially since they do not have the same critical
analysis skills as adults [28, 50].

Other studies have investigated people’s trust of conversational
agents’ correctness. One example includes a study in which clini-
cians decide whether or not to utilize agents’ advice on diagnoses
[20]; another includes a study in which customers decide whether
or not to follow agents’ recommendations [33]. Nonetheless, few
studies have investigated children’s or those from non-WEIRD coun-
tries’ trust of agents [19]. Even fewer have investigated how this
trust may change through educational interventions. One example
includes a study in which children engage in social robot curricu-
lum, including modules on conversational Al, computer vision and
societal impact, among others [16]. If participants engaged in the
societal impact module, their trust of the robot generally decreased
[16]. Another example includes a study with ConvoBlocks in which
students engaged in curriculum entirely focused on conversational
agents, including their societal impact. In this study, researchers
did not find any significant differences in trust through the curricu-
lum. They did, however, observe concerning correlations between
children’s perceived friendliness and trust of agents [56]. In both of
these studies, however, the researchers only investigated general
trust.

Many researchers have developed methods to investigate specific
aspects of trust, such that developers can better assess which aspects
of their technology affect such trust [11]. In our study, we adopt
McKnight and Chervany’s widely-used model, which has four main
components: (1) competence, (2) benevolence, (3) integrity and
(4) predictability [34]. In our study, we found children most often
referred to competence and predictability when discussing trust.
We discuss potential implications of this on agent design in later
sections.

2.2 Partner Models and Perceptions of Agents

People’s partner models, or mental models of their conversational
partners, can significantly affect how they interact with agents.
For instance, researchers have found that people make different
language choices depending on their initial expectations of partner
models [14, 17]. Partner models can be described in terms of three
main dimensions: (1) competence and dependability, (2) human-
likeness, and (3) cognitive flexibility [14, 17]. Designing agents
that produce partner models that align with the capabilities of
the agent (e.g., producing a partner model of perceived limited
flexibility, if the agent is truly limited in flexibility), could help
minimize user frustrations and ease conversation [17]. However, a
deep understanding of conversational agent users’ partner models—
and especially children’s partner models—is not reflected in the
literature [17, 19].
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Certain studies have investigated children’s general perceptions
of conversational agents. For instance, one study found that the
majority of 5-6 year old children considered agents to be friendly,
alive, trustworthy, safe, funny, and intelligent [32]. Another study
investigated 3-10 year old children’s perceptions, and found that
children had different perceptions of agents’ intelligence depending
on the modality of interaction with conversational agents. Others
found students perceived agents to be more intelligent and felt
closer to them after learning to program them [56]. None of these
studies specifically investigated children’s partner models of agents.

2.3 Diversity of Agent Design Perspectives

In the past few years, a large number of researchers have developed
much-needed conversational agent design guidelines [4, 12, 38, 39,
62]. In developing such guidelines, researchers have gained insight
from classical human-computer interaction research, like Nielsen
and Norman [37], to pop-culture icons, like the Star Trek agent [4].
The number and breadth of recent agent design guidelines shows
the importance of improving conversational agent user experience;
however, the vast majority of human-computer interaction research
these guidelines are based on are heavily biased towards WEIRD,
adult perspectives [22, 30, 41, 42, 48]. To begin filling this gap,
more research needs to investigate perspectives from children and
those from non-WEIRD countries. In our study, we investigate
perspectives on agents and the future of the technology from such
underrepresented groups. Through this research, we aim to increase
the diversity of perspectives in conversational agent design and
provide a stepping stone for future agent design considerations.

3 PROCEDURE

3.1 Developing Agents with the ConvoBlocks
Platform

ConvoBlocks is a open-source, block-based programming platform
within the App Inventor environment, which allows nearly anyone
to program conversational agents [35, 51, 60]. To do so, students
first define their agent’s invocation name (e.g., “My Carbon Foot-
print Agent”), intents (e.g., groups of phrases like, “Calculate my
carbon footprint”, “What’s my carbon footprint?”, etc.) and entities
(e.g., information units like number of miles driven, kilowatts of
energy used, etc.) the agent should be able to recognize. Through
the process of agent development, students learn conversational
agent terminology and concepts, which are described in-detail in
the appendix [53]. Next, students define how the agent responds
to the defined intents (e.g., “You have a carbon footprint of 11
tonnes/year”). They can do so using the web pages shown in Fig-
ure 2. After this, students can test their agent on ConvoBlocks, or
deploy their agents to any Alexa-enabled devices, like the Alexa
mobile app or an Echo Spot [52].

3.2 Workshops

As shown in Table 1, the workshops consisted of two 3-hour Zoom
classes taught in English by three researchers, and two professionals
working in the area of technology impact. Additionally, approxi-
mately four teaching assistants were available to answer questions
and provide technical help in Zoom rooms at any given time. Each
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Figure 2: Two web pages from ConvoBlocks [35], allowing users to define invocation names, intents and entities, and then

program agents’ responses to intents.

child-parent pair engaged in the workshops on their own Zoom
account and a computer in their own environment (e.g., home). The
first day of the curriculum taught participants to program agents
that responded to questions about carbon footprints, as shown in
Figure 4. Instructors led participants step-by-step through two con-
versational agent development tutorials. Participants received PDF
versions of the tutorials, such that they could complete them at
their own pace. They also received a third “challenge tutorial” PDF,
which they could attempt if they finished early. The code for the
third tutorial was explained at the end of the first day. The group
also completed an ideation session on the first day. They responded
to prompts about what their “ideal” agent would look like, sound
like, do, and say (among other prompts) using a virtual whiteboard
(with separate sections for children and parents). Sections of the
whiteboard are shown in Figure 1 and Figure 3. The researchers
provided approximately 20 minutes for the participants to add ideas
to the whiteboard on their own. Afterwards, the researchers gave a
brief summary to the participants about what they noticed on the
whiteboard.

The second day included presentations and group discussions
about societal impact of technology. Participants gathered in groups
of 2-4 children with their parents for the discussions. The presen-
tations encouraged participants to think about the positive and
negative impact of technology; the discussions explored how tech-
nology could help address world problems, like sustainability, with
an emphasis on conversational agents as part of the solution. In
the final activity, small groups of participants presented their pro-
posed solutions to the entire group. They had the opportunity to
design conversational agents, which they could demonstrate in
their presentations. Overall, the workshops aimed to teach partici-
pants conversational agent concepts described in the appendix [53],
and focused specifically on eight of the concepts: Training, Intents,
Agent modularization, Entities, Events, Testing, Turn-taking, and So-
cietal impact and ethics. (For detailed content from the workshops,
including the tutorials, refer to the thesis in [54].)

4 THE STUDY
4.1 Participants

Study participants came from various backgrounds (non-WEIRD
and WEIRD countries), various generations (children and parents),
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Table 1: The order of activities and workshop agenda. All
activities were completed in English over Zoom.

Time [ Activity

Day 1

25 min | Pre-survey & Introduction

45 min | Tutorial 1: Build a Carbon Footprint Question &
Answer Agent

5min | Break

20 min | Envisioning Future Agents Ideation Session

50 min | Tutorial 2: Build a Single Turn Carbon Footprint
Calculator Agent

20 min | Tutorial 3 Overview: Multi-Turn Carbon Footprint
Calculator Agent

15 min | Mid-survey & Close

Day 2

30 min | Session 1: Technology, Sustainability Societal
Impact & Mindset Changes

30 min | Discussion & Final Project Development with Teams

10 min | Break

30 min | Session 2: How Should We Develop the Future of
Technology & Agents?

30 min | Discussion & Final Project Development with Teams

30 min | Final Presentations

20 min | Post-survey & Close

and various prior experiences (e.g., programming, Al and conversa-
tional agent experience). Interest forms for the study were sent to
educational email lists worldwide (e.g., the AT4K12 email list [1]).
In the workshops, 49 participants (n;,;4;=49) completed research
consent forms, and completed at least 1 of the 3 surveys that were
given before (npre=46), during (n,,;4=40), and after (npos:=35) the
study. According to the demographics survey, children comprised
58.7% of participants (age average=13.96, SD=1.829), parents com-
prised 41.3%, WEIRD comprised 50% (age average=26.45, SD=19.24),
and non-WEIRD comprised 50% (age average=25.48, SD=15.18). Par-
ticipants came from Indonesia, Iran, Japan, India, U.S, Singapore,
Canada, and New Zealand. Twenty participants identified as female,
25 identified as male, and 1 identified as non-binary. Fourteen par-
ticipants had no prior programming experience, 6 only had visual
(or blocks-based) programming experience, and 26 had text-based
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Figure 3: Approximately half of children’s and parent’s responses on the virtual whiteboard during the ideation session about
their ideal conversational agents. The questions for each section are as follows: “What might your ideal conversational agent’s
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Compute my carbon footprint last year

Let's get started. How many miles did you drive
last year?

We drove 10,000 miles last year

Your current total carbon footprint is 9,165
pounds. How much did your household pay for
natural gas last year?

We paid $720 on natural gas last year.

Great job! Your total carbon footprint is 17,227
pounds.

Figure 4: An example conversation with the agent developed
in the workshop tutorials.

programming experience. Thirty-eight participants reported typi-
cally using conversational agents in their first language; 8 reported
typically using them in another language. Demographics numbers
broken down by survey can be found in Table 2. In this paper, unless
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Table 2: Number of participants and subsets of participants
who filled out the each of the surveys.

‘ Pre Mid Post
Total 46 40 35
Children 27 24 21
Parents 19 16 14
Non-WEIRD | 23 18 17
WEIRD 23 22 18

otherwise specified, the term ’participants’ refers to all participants
in the study (i.e., children and parents).

4.2 Data collection

As shown in Table 1, there were three surveys. These surveys were
administered through an anonymous online collection form. On
each of the surveys, we asked participants about their trust and
partner models of conversational agents, and self-identification as
programmers through Likert scale and short answer questions. For
example, we asked students to respond to the prompt “Conversa-
tional agents (e.g., Siri, Alexa, Google Home) say things that are..”
using a 5-point scale from “Always Right” to “Always Wrong”. We
also asked students to write sentence responses to questions like,
“Please explain why you think conversational agents say things
that are right/wrong”. We derived the survey questions from McK-
night and Chervany’s work on trust [34] and Doyle et al.’s work on
partner models [17]. On the mid- and post-survey, we additionally
asked participants if their opinions had changed. On the pre-survey,
we additionally asked them about their demographics. Children



IDC °23, June 19-23, 2023, Chicago, IL, USA

and parents completed the surveys separately. We collected par-
ticipants® “ideal agent” ideas from the virtual whiteboards, which
we separated into child and parent sections. Figures 1 and 3 show

portions of the virtual whiteboards.

4.3 Data analysis

To analyze the Likert scale data, we used Mann-Whitney U tests,
Wilcoxon signed-rank tests, and independent and paired t-tests,
depending on the sample and distribution of the data. We identify
statistical significance in Figures using star symbols (i.e., “*” for
p <.05,““*” for p < .01 and “***” for p < .001). The analysis was
within-subjects for comparing across surveys (e.g., pre- vs. post-
survey child trust results) and between-subjects for comparing
results within one of the surveys (e.g., child vs. parent pre-survey
trust results).

To analyze the responses to the short-answer questions and the
prompts during the design session, we used a coding reliability
approach to thematic analysis [9]. Three researchers tagged each
section of the data and reconvened to agree on common sets of
themes, including guidelines and definitions for each theme. The
theme definitions are shown in the appendix [53]. The researchers
completed three rounds of coding such that the Krippendorff’s
Alpha between all researchers was o > .800 [3]. We aggregated
the tagged data by union between researchers, and organized them
with respect to the child and parent categories.

5 LIMITATIONS AND FUTURE WORK

In this paper, we focus on voice-based agents due to humans’ long
history of voice-based interactions and how this mode of interac-
tion may cause agents to seem especially personified (and likely
especially trustworthy [47, 56]). Nonetheless, future research may
investigate people’s perceptions of text-based agents, as they are
also common and have great potential for societal impact. Since we
specifically used the voice-based agent of Amazon Alexa (as this is
the only current type of agent the ConvoBlocks platform supports
[35]), its default persona could have biased people’s perceptions of
agents. Future research could investigate how developing agents
with different voices and on different platforms affects perceptions.

Another limitation includes how we leave the definition of “ac-
curate” partner models and “appropriate” levels of trust to future
research, and only investigate how participants’ perceptions of
these change in our study. An additional limitation includes the
context of the study. Since the participants engaged in the work-
shops in their home environment over Zoom, other factors in their
environment could have affected the results. Future research could
verify the results of this study in other environments.

This study aimed to diversify participants by including those
from non-WEIRD countries; however, future research could further
include those from non-WEIRD countries who do not speak Eng-
lish and are not as familiar with WEIRD-designed tools. It could
also include perspectives from additional non-WEIRD countries,
neurodiverse perspectives, and perspectives from people of differ-
ent gender identities. With more diverse perspectives, researchers
could adapt and extend current conversational agent design guides
to better address the world’s population.
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6 RESULTS AND DISCUSSION

This section describes the results most relevant to agent design
recommendations. We describe other results (e.g., most relevant to
pedagogy recommendations) in [54, 57].

6.1 Partner Model

Sixty-two percent of overall participants indicated they felt their
partner models changed through the programming activity in their
long-answer responses, as shown in Table 3. Alongside the results
that, on average, participants successfully learned to create 2-3
(%=2.26, Xcpijqg=2.30, Xparent=2-18) agents during the workshops,
this indicates that by developing a greater understanding of how
agents work, people’s feelings towards agents also change. For
instance, after the workshops, participants thought of agents as
more of friends than co-workers (pre/post: ¥=3.58,3.24; t(32)=2.15;
p=.039). This may indicate developing agents with the ability to
educate users about themselves may be valuable if one wants the
agent to develop friendly relationships with users. Such education
is also valuable in terms of increasing Al transparency [55, 56].

In terms of children and parents, before (x=2.74,2.11; U(44)=167;
p=-018) and after (%=2.79,2.13; U(38)=112; p=.0093) the program-
ming activity, children thought Alexa was more human-like than
parents did. They also thought Alexa was warmer than their parents
did before (x=2.70,3.37; U(44)=170.5; p=.021), during (x=2.96,3.56;
U(38)=129.5; p=.034) and after (x=2.62,3.50; U(33)=81.5; p=.011) the
workshops. After the programming activity, they thought Alexa
was more dependable than their parents did (x=3.82,3.14; U(16)=21;
p=.039). This may indicate children generally have a more positive
view on agents, and may develop relationships [47] with agents
more readily than parents would. This could be concerning, con-
sidering children’s vulnerability, and the potential for agents to
provide incorrect information [6]. Designers may want to consider
designing agent personas to foster appropriate relationship build-
ing (e.g., whether that means shifting perceptions from co-worker
to friend or vice-versa) and therefore trust, as described in [47].

In terms of gender, male participants felt Alexa was more like a
friend (pre/post: £=3.74,3.26; W(18)=8; p=.039) after the workshops
than they did before. There were no significant differences in fe-
male participants’ opinions overall in terms of the partner model
through the workshops. This may indicate that males’ perceptions
of agent friendliness may more readily change through interac-
tion than females’ perspectives; however, participants’ perceptions
could also have been affected by the default gender (female) of the
Alexa agent’s voice. Future research may investigate how agent
relationship formation changes depending on agent and participant
gender.

With respect to prior experience, before the workshops, par-
ticipants who had text-based programming experience thought
Alexa was less competent than those who had no programming
experience did (¥=2.73,2.07; W(16)=0; p=.038). This, in addition to
how the majority of participants indicated they felt their partner
models changed after learning to program agents (see Table 3), in-
dicates programming knowledge contributes to perception changes
about agents. Thus, when designing agents, it may be important to
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consider the target users’ programming knowledge (e.g., designers
may want to ensure agents intended for programmers are especially
competent).

With respect to language, at all times throughout the workshop,
participants who used conversational agents in their first language
thought Alexa was more human-like than those who used them in
another language. Before the workshop activities, they also thought
Alexa was more correct than those who used it in another language
(%=4.03,3.00; U(44)=52; p=5.50 x 10~%). This may be due to agents
misunderstanding accents, causing Alexa to seem more artificial
and less correct. Design implications of this may include ensuring
agents understand end-users first language(s) where possible, train-
ing agents to recognize diverse accents where possible, or designing
agents to recognize user frustration (e.g., when a user repeats some-
thing louder) and engage using especially attentive personas in
these cases.

Table 3: Percent of long-answer responses indicating a shift
in participants’ perceptions of agent partner models through
the programming activity.

Subset ‘ Changed Did not change Ambiguous
Overall participants | 62% 35% 3%
Children 67% 33% 0%
Parents 54% 38% 8%

6.2 Trust

In the long-answer responses, we found overall participants’ rea-
soning for their levels of trust towards agents leaned towards the
aspect of competence on both the pre- (Table 4) and mid-survey
(Table 5). The next two aspects participants most often mentioned
were predictability and then integrity. We found no responses in-
dicating participants considered the benevolence aspect of trust
with respect to conversational agents. Thus, when considering how
to design agents with accurate levels of trustworthiness, design-
ers may want to focus on the aspects of agents’ competence, then
predictability and then integrity. Designers may also want to specif-
ically focus on creating agents to be transparent in terms of the
source of the agent’s information, including human data, the inter-
net and other sources, as these were the themes participants most
often referenced for changes in their trust. This is shown in Figure
6.

Participants overall (and child and parent subsets) prior to, dur-
ing and after the workshops, generally trusted Google, Alexa and
newspapers significantly more than both parents and friends to re-
port correct information. Figure 5 shows this trend. In other words,
participants tended to trust technology more than people for correct
information. This may indicate an overtrust of Alexa, depending
on the actual correctness of the device (although we leave this as a
question for future research). Since different agents show varying
levels of correctness [31], different agents should be trusted dif-
ferently. To foster such levels of trust, which match agents’ actual
trustworthiness, as mentioned previously, designers may want to
focus on the competence aspect of their agents, as well as ensure
transparency in terms of agents’ sources of information.
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Trust of people and technology to give correct information

Trust of information correctness

Post

HGoogle =Newspaper =Alexa =Parents B Friends

Figure 5: The mean responses for participants overall when
rating Google, the newspaper, Alexa, parents and friends on
a 5-point scale in terms of trust of information correctness.
Reproduced from the thesis, [54].

Table 4: Percent of long-answer responses indicating differ-
ent aspects of McKnight and Chervany’s trust model when
participants discussed their opinions on trust of conversa-
tional agents on the pre-survey.

Subset ‘ Competence Integrity Predictability Benevolence
Overall | 39% 25% 36% 0%
Children | 34% 30% 36% 0%
Parents | 48% 17% 35% 0%

Table 5: Percent of long-answer responses indicating differ-
ent aspects of McKnight and Chervany’s trust model when
participants discussed their opinions on trust of conversa-
tional agents on the mid-survey.

Subset ‘ Competence Integrity Predictability Benevolence
Overall | 43% 23% 34% 0%
Children | 37% 26% 37% 0%
Parents 52% 17% 30% 0%
OVERALL REASONING FOR TRUST LEVELS
m Pre-survey Mid-survey
Source of data
User-given data
Nature of the Agent

Figure 6: Overall participants’ responses to the question ask-
ing about their reasoning for their opinions on trust of agents
in terms of counted tag frequency. (See the appendix [53] for
descriptions.)

As shown in Figure 7, after the programming activity, children
trusted Alexa to be more correct than parents did (¥=4.04,3.63;
U(38)=127.5; p=.023). Children also trusted agents to report cor-
rect information more after the societal impact activity than before
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(mid/post: k=2.60,2.35; £(19)=2.52; p=.021). This indicates children
may more readily find conversational agents more trustworthy
through increased interaction. Thus, it may be especially important
to consider the factors affecting children’s trust in human-agent
interaction. As shown in Table 4, agent predictability was the most
influential trust factor before the programming activity, and after-
wards, predictability was tied with competence. Future research
may investigate how to affect children’s perceptions of agent com-
petence and predictability through agent design (e.g., through using
particular agent diction, like ‘maybe’ or ‘perhaps’, when providing
answers).

Mid-test: Trust of Alexa to report correct

information
Children 63% 21%
Parents

m Definitely wrong Likely wrong Neutral mLikely right m Definitely right
Figure 7: Children and parents’ responses when asked to rate
their trust of Alexa’s correctness on a 5-point Likert scale
after the programming activity. Reproduced from the thesis,
[54].

6.3 Ideal Agents

In terms of thematic analysis of the ideation session (see Figures
1 and 3), participants described their ideal conversational agents
with more task-oriented (75%) than non-task oriented (or socially-
oriented; 25%) language, and used slightly more human-like (55%)
than artificial (45%) descriptions, as shown in Figure 8. (See the ap-
pendix [53] for example task vs. non-task oriented, and human-like
vs. artificial descriptions.) The subsets of children and parents also
showed the same tendency towards human-like and task-oriented
agents, albeit with slightly different proportions. Children com-
mented relatively more on how conversational agents should be
artificial (52%) than parents did (30%); Parents had relatively more
task-orientation (82%) than children (71%).

Participants’ perspectives may have been influenced by how
current agents tend to be task-oriented, rather than truly conver-
sational or social [12]. That said, participants still included social
(non-task) oriented agent attributes in their responses (e.g., having
agents ask about how users feel)—despite this being rare in current
commercial agents [12]. Thus, designers may want to include some
social abilities in their task-based agents.

In terms of human-likeness, participants—especially children—
mentioned how it is important for agents to be artificial (e.g., “Like
a robot, but not human like otherwise it would be a bit creepy”),
emphasizing the need for designers to consider the uncanny valley
[36], or to balance the human-likeness of agents with artificiality.
Other concerns emerged about information security (e.g., “[Agents]
should only be able to access information on the internet (not take
actions like creating an account)”), emergency preparedness (e.g.,
“[1t should be able to] get help in emergencies”), ensuring agents
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Preferences for
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Figure 8: The number of phrases indicating a preference
for either task-oriented or non-task oriented (i.e., socially-
oriented) agents (left) and a preference for either human-
like or artificial (e.g., robotic) agents (right) normalized and
grouped by various subsets of the participants.

can provide emotional support (e.g., “[It should] encourage the
listener be their best self and be emotionally and mentally stable”),
and ensuring agents do not instill fear (e.g., “[It shouldn’t be] too
intimidating and absolutely freak me out every time I see it”, “It
needs to be able to put people at ease”), among other concerns.
Interestingly, children responded with relatively more concerns
about agents than parents did, as shown in Figure 9. Thus, designers
should consider addressing user concerns when designing agents,
including (and especially) agents intended for children.

Other themes that emerged from participants describing their
ideal agents are shown in Figure 9, from most to least frequent.
Three of the themes indicate participants want future conversa-
tional agents to be user-oriented (Convenient, Personalized, and
Proactive); three indicate a desire for enjoyable interactions (Ap-
proachable/friendly, Familiar or pop-culture related, and Fun); and
two indicate a desire for emotional intelligence (Addresses concerns
and Culturally intelligent). The final theme, Basic features, indicates
participants want future agents to include the typical features cur-
rent agents have, like the ability to play music or get the weather.
Detailed descriptions of each theme are in the appendix [53].

As shown in Figure 9, parents tended to focus more on person-
alized features and pop-culture or familiar features than children,
whereas children tended to focus more on fun features, approach-
able/friendly features, and addressing concerns (as previously men-
tioned) than parents. Designers may want to take this into consid-
eration when designing agents for children or parents.

7 SUMMARY

Based on the results of how children and parents’ trust and partner
models changed through learning about conversational agents, we
recommend taking the following results into consideration when
designing conversational agents:
e With respect to partner models:
- Education about agents increased users’ feelings of friend-
ship towards agents
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Overall Frequency of Tags Describing Ideal Conversational Agents

10 15% 20% 25!
RELATIVE FREQUENCY

Relative Frequency of Parent vs. Child Tags

mParent Frequency mChildren Frequency

RELATIVE FREQUENCY

Figure 9: Bar charts showing the relative frequency of phrases
tagged with particular themes for overall participants (top)
and parents vs. children (bottom). Reproduced from the the-
sis, [54].

— Children felt agents were more human-like, warm, and
dependable than parents did at various times during the
workshops

— Male users’ feelings of friendship towards agents seemed
to change more readily than females’ feelings

— Users with more programming experience felt agents were
less competent

— Those using agents in their first language felt agents were
more human-like and correct than those using agents in a
language other than their first

e With respect to trust:

— Users generally trusted technology more than people for
correct information (which might indicate an overtrust in
this technology)

— Users reasoned about their trust towards agents most often

with respect to agents’ competence
Users frequently mentioned how learning about agents’
information sources changed their trust of agents

— Children’s trust of agents increased through education

o With respect to what they want to see in their “ideal agents”:

— Users described their ideal agents with more task- than
social-orientation

- Parents had more task-orientated descriptions than chil-
dren

— Children commented relatively more on how conversa-
tional agents should be artificial than parents did

— Users had concerns about the uncanny valley, information
security, emergency preparedness, emotional support, and
intimidation, among other concerns, with respect to agent
design

— Users wanted agents to have the basic current features
that typical commercial agents have today, as well as be
user-oriented, enjoyable, and emotionally intelligent
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— Parents tended to focus more on personalized features and
pop-culture or familiar features than children, whereas
children tended to focus more on fun features, approach-
able/friendly features, and addressing concerns than parents

8 CONCLUSIONS

This study investigated how people of various backgrounds (WEIRD
and non-WEIRD, as well as different generations) perceive agents
in terms of partner models and trust, and how they envision their
ideal agents. The results (summarized in Section 7) showed how
partner models and trust can differ between children and parents,
and change through learning about and how to program agents.
These results led to discussion about how agent designers can
be aware of children and parents’ perceptions while designing.
For instance, developing agents with the ability to educate users
about agents’ inner-workings could result in friendlier human-
agent relations, as well as increase agent transparency. However,
since relationship-building can increase trust of given information
[47, 56], agents are not always correct [6], and people tended to
trust agents’ correctness more than humans’, designers may want
to provide users with indicators of agents’ actual accuracy. This
may include designing agents to be transparent in terms of the
source of the agent’s information, since participants most often
referenced this when describing changes in their trust.

Other discussion included how designers may want to align their
agent designs with children’s and parents’ ideas for “ideal agents”.
For instance, participants wanted agents to be user-oriented, enjoy-
able, and emotionally intelligent, as well as have the basic features
already found in current commercial agents. When designing for
children, designers may want to emphasize fun features, approach-
able/friendly features, and addressing concerns, as these were men-
tioned more frequently by children than by parents. We describe
these themes in detail in the appendix [53].

Additional pedagogical-related results from this study are dis-
cussed in [57] and [54], including how educators may want to
further emphasize the societal impact of conversational agents
and encourage critical thinking when students engage with these
agents. There are many opportunities to continue this research,
as described in Section 5. We hope that through researchers’ con-
tinued development of studies with diverse participants, and by
developers’ utilization of recommendations, we will increasingly
design conversational agents “for all”.

9 SELECTION AND PARTICIPATION OF
CHILDREN

In this study, we recruited fifty-five children who took part in our
educational workshops. Participants in the workshops were not
required to participate in the research. For the children who did
participate in the study (n=27; ages 11-17), each child completed a
child assent form written in language appropriate for their age level.
A parent or guardian of each child completed a parental consent
form for the child, in addition to an adult consent form for them-
selves, if they participated in the study. The forms explained the
study procedure, data collection methods, processes to keep their
data confidential, and the research goals. We followed institutional
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recommendations before, during and after the study, including
anonymization and data security procedures.

Recruitment involved providing information about the study
on a website in English, and sending this information and links to
the website to educational email lists world-wide (e.g., the AI4K12
email list [1]). Due to the complexity of the coding activities and
experience with students of various ages during prior pilot studies,
we only included participants within the age range of 11 to 17. Par-
ticipants were not paid to take part in the study, but could keep the
agents they developed online on the ConvoBlocks website and use
them later. Participants did not need prior programming experience
or an Alexa-enabled device to participate. The only requirements
were a computer with Zoom installed and access to the internet.
The research study was approved by MIT’s Institutional Review
Board prior to the study.
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